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Outline 
•  definitions 
•  artificial neurons 
•  unsupervised artifical neural networks (Kohonen networks) 
•  supervised artifical neural networks (MLP, RBF) for 

regression and pattern classification 
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Definition 
“a massively parallel distributed processor made 
up of simple processing units, which has a natural 
propensity for storing experiential knowledge and 
making it available for use. It resembles the brain 
in two respects: (1) knowledge is acquired by the 
network from its environment through a learning 
process. (2) Interneuron connection strengths, 
known as synaptic weights, are used to store the 
acquired knowledge” (Haykin, 1999) 
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Neurons 
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Artificial neurons 
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Multilayer perceptron and Bayesian Network Radial Basis Function Network

A. An artificial neuron

B. Architecture of Artificial Neural Networks used for the prediction of apparent 
viscosity of aqueous dispersions of alginates.
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Transfer functions 
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Linearly separable and non-linearly 
separable problems 
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Supervised vs. unsupervised artificial 
neural networks 
• Unsupervised artificial neural networks: the network is 

presented with the inputs during the training stage but it is 
allow to build its own representation of the data 

• Supervised artificial neural networks: during the 
training stage each input is paired with the “correct” 
answer and the weights in the network are adjusted in 
order to minimize some sort of error function 
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Unsupervised vs. supervised artificial 
neural networks 

• Unsupervised artificial neural networks can be 
used for data partitioning and unsupervised 
pattern recognition; they are of limited used for 
predictions 

• Supervised artificial neural networks can be 
used for: 
• Supervised pattern recognition (symbolic output; 

continuous, discrete and/or symbolic inputs) 
• Regression, prediction: continuous, or discrete 

quantitative inputs and outputs 
•  Time series analysis, backcasting, forecasting 
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Important properties of properly trained 
ANNs 
•  ability to generalize, i.e., to provide reasonable outputs to 

inputs not seen before;  
•  ability to process nonlinear problems, due to the presence 

of multiple layers of neurons and/or to the use of nonlinear 
activation functions;  

•  fault tolerance, i.e., ability to produce reasonable outputs 
even if inputs are degraded (for example, because of 
missing or inconsistent data) 
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Supervised training by backpropagation 
•  The data set is divided in three groups (usu. 80:10:10): training, 

validation, test set 
•  The training set is used for training, the validation set to avoid 

overfitting and loss of generalization the test set to validate the results 
•  The network is initialized with small random weights and presented 

witht the test set inputs coupled to the desired outputs 
•  An error measure is calculated between network output and desired 

outputs and the weights of the layers (starting from the last, backward) 
are adjusted by some gradient descent technique to reduce the error 

•  The procedure is repeated until a convergence is obtained (no further 
change in error beyond a tolerance factor); the results on the 
validation set are also calculated to stop training when error in the 
validation set starts to increase 

•  The network is evaluated on the basis of results on the test set 
(crosstabulation, calculation of MSE) 
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Kohonen self organizing map 

input layer: 
xi (1<i<n) 

output layer: 
k neurons (in a square grid) 
each with a p dimentional 
weight vector w 
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Kohonen self-organizing maps 
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Training of Kohonen self organizing maps (1) 
Clusters of n objects in a p-dimensional space; the 
position of each object i (1≤i≤n) is defined by the 
vector xi containing the standardized values for 
the p variables for which (continuous) 
measurements have been taken 

A square grid of k neurons 
each with a p-dimensional 
weight vector w, which is 
initialized with random 
numbers 
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Training of Kohonen self organizing maps (1) 

For each object xi and each neuron yj a distance measure 
is calculated between xi’ and wj’ 
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Training of Kohonen self organizing maps (1) 

The weight vector wj’ of the neuron which is closest to object 
xi’ (the “winning” neuron) is updated to make it closer to xi. The 
weights of neiboughring vectors are also updated. 
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Training of Kohonen self organizing maps (1) 

The process is repeated iteratively until convergence is obtained 
and no further change of wj’ is necessary. Each of the n objects 
maps (is closest to) one of the k neurons. Neurons or groups of 
neighbouring neurons represent clusters of objects.  
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Useful properties of Kohonen networks 
1.  Kohonen SOMs are built in analogy with the 

organization of some areas of the brain which process 
external stimuli, and in which neurons responding to the 
same stimulus are close 

2.  after training the neurons are placed in the input space 
and mark clusters of data 

3.  Kohonen SOMs have some analogies with MDS and k-
means but can accept a large variety of data 

4.  Kohonen SOMs can process very large amounts of data 
5.  Kohonen SOMs can be used with symbolic outputs to 

produce multilayered maps (one layer for each symbolic 
output) 

6.  in run mode Kohonen SOMs can be used to identify the 
node which responds more strongly to a new input 
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A Kohonen network for the classification of LAB 
on the basis of SDS-PAGE of WCP  

1 2 3 4 5 6 7

1 Lbfe Lbca Efc

2 Lecr Lbpa Efl

3 Lbbr Lbrh Sth

4 Lbcu/Lbsa Lcla

5 Lbpl

6 Lbde/Lbhe

7



21/01/2013 Multistat 3 cfu, Dec 2012 - Jan 2013 

Where are the nodes? 
UPGMA/Euclidean
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Where are the nodes? 
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A Kohonen network 
for the classification 
of LAB on the basis 
of SDS-PAGE of 
WCP  
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A multilayer perceptron 
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An artificial neural network 
(amultilayer perceptron, MLP) 
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A supervised artificial neural 
network for the discrimination of 
whole-cell protein patterns 
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A supervised artificial neural network for the discrimination of whole-
cell protein patterns 
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A supervised artificial neural network for the discrimination of whole-
cell protein patterns 
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A supervised artificial neural network for the 
discrimination of RAPD-PCR patterns 
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A supervised artificial neural network for the 
discrimination of RAPD-PCR patterns 
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A supervised artificial neural network for the 
discrimination of RAPD-PCR patterns 
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A supervised artificial neural network for the 
discrimination of RAPD-PCR patterns 
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