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• Ioan Raşa, Technical University of Cluj-Napoca (Romania)

• Gianluca Vinti, University of Perugia (Italy)

• Yuesheng Xu, Old Dominion University (USA)

5



6



Contents

Plenary Speakers 9

S1. Integral Equations: recent developments in numerics and applications 21

S2. Meshless Approximation Methods: new perspective and applications 41

S3. Functional Analysis, Approximation Theory and Differential Equations
57

S4. Multivariate Polynomials in Approximation and Signal Analysis 81

S5. Numerical Advances in Differential Equations 97

S6. Numerical Linear Algebra and Applications 131

S7. Operator Algebras and Functional Analysis Methods for Applications 147

S8. Operators in Function Spaces: convergence properties and applications
165

S9. Orthogonal Polynomials, Interpolation and Numerical Integration 189

S10. Positive Approximation Processes and Applications 205

S11. Recent Advances in the Analysis and Numerical Solution of Evolutionary
Integral Equations 223

S12. Special functions and applications 243

S13. Theoretical aspects of Isogeometric Analysis and recent applications 255

Poster Session 269

7



8



Plenary Speakers

9



Some new results about the convergence of
sequences of positive linear operators and

functionals

Francesco Altomare

Department of Matematics, University of Bari Aldo Moro (Italy)

francesco.altomare@uniba.it

The talk will be devoted to report some recent results which have been
established in [1] and [2] and which are concerned with the study of the limit
behaviour of the sequences of the positive linear functionals and operators
associated with integrated generalized means defined with respect to a given
probability Borel measure on a Borel convex subset of a Hilbert space.

The main results are easily achieved through some new Korovkin-type
theorems for composition operators and for functionals which are established
in the context of function spaces defined on a metric space.

Several applications are showed in the special cases of bounded and un-
bounded real intervals which involve the most common integrated means. Fur-
thermore, some consequences concerning the convergence in distribution, and
hence stochastically, of generalized means of vector-valued random variables
are also presented.

The final part of the talk will be addressed to discuss some applications
to the so-called box integral problem, i.e., the problem to evaluate the limit
behaviour as n → ∞ of the average distance between two points of [0, 1]n

randomly chosen according to a given distribution on [0, 1]n ([3]).

References

[1] F. Altomare, On the convergence of sequences of positive linear operators
and functionals on bouded function spaces, Proc. Amer. Math. Soc. 149
(2021), no. 9, 3837 - 3848.

[2] F. Altomare, On positive linear functionals and operators associated with
generalized means, J. Math. Anal. Appl. 502 (2021) 125278.

[3] G. Herzog and P. C. Kunstmann, Korovkin’s theorem for functionals and
limit for box integrals, Amer. Math. Monthly 126 (2019), no. 5, 449–454.
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The Fréchet algebra of uniformly convergent
Dirichlet series

José Bonet

Instituto Universitario de Matemática Pura y Aplicada IUMPA
Universitat Politècnica de València (Spain)

jbonet@mat.upv.es

In the first part of this lecture we recall several results about Bohr’s prob-
lem concerning the largest possible strip on which a Dirichlet series of complex
numbers converges uniformly but not absolutely. We will mention classical
work by Harald Bohr (1913), Bohnenblust and Hille (1931), and recent one
by Boas, Defant, Frerick, Garćıa, Khavinson, Maestre, Ortega-Cerdá, Ounäıes
and Seip, among others.

In the second part we report about our work. Motivated by a classical
result of Bohr that the abscissa of boundedness and the abscissa of uniform
convergence coincide for a Dirichlet series and by an improved Montel princi-
ple due to Bayart in 2002, we investigate the Fréchet algebra of all Dirichlet
series that are uniformly convergent in all the half-planes of complex numbers
with positive real part. When endowed with its natural metrizable locally con-
vex topology, this space is complete, Schwartz, not nuclear, has a Schauder
basis and contains isomorphically the space of analytic functions on the open
unit polydisc. The behaviour of composition operators, and the operators of
differentiation and integration in this space is also investigated.
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Optimal Prediction Measures

Len Bos

Department of Computer Science, University of Verona (Italy)

leonardpeter.bos@univr.it

Suppose that K ⊂ Cd is a compact set. For data given on K it is possible,
by means of polynomial regression, to predict (or extrapolate) a value at a point
z0 exterior to K. An optimal prediction measure is the probabilty measure on
K which describes the data distribution on K for which the predicted value
has least variance.

We will discuss this problem and its relation to another classical approxi-
mation problem, give some examples, and discuss some conjectures and open
problems.
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Coherent pairs of linear functionals and Sobolev
Orthogonal Polynomials

Francisco Marcellán

Departamento de Matemáticas, Universidad Carlos III de Madrid (Spain)

pacomarc@ing.uc3m.es

The study of polynomials orthogonal with respect to a Sobolev inner prod-
uct has attracted the attention of many researchers during the last years (see
[3] for a survey on this topic). Their constructive approach in the univariate
and multivariate cases, respectively, as well as their properties in the frame-
work of approximation theory (Fourier series) and numerical analysis (spectral
methods for Boundary Value problems for ODEs and PDEs) have been deeply
analyzed.

In this talk we will focus the attention on the Sobolev orthogonal poly-
nomials associated with the so-called coherent pairs of measures ([2]) and the
coherent pairs of the second kind (see [1]), respectively. The characterization
of such pairs of measures will be discussed. In the second case, when one of the
measures is classical (Jacobi and Laguerre) we will analyze the corresponding
sequences of Sobolev orthogonal polynomials. We will deduce analytic prop-
erties of them.

Coherent pairs and coherent pairs of the second kind of Borel measures
supported on the unit circle will be also presented (see [4]). Some open prob-
lems will be discussed.

References

[1] H. Hancco Suni, G. A. Marcato, F. Marcellán and A. Sri Ranga, Coherent
pairs of measures of second kind and associated Sobolev orthogonal polyno-
mials. A functional approach. 2022. Submitted.

[2] A. Iserles, P. E. Koch, S. P. Nørsett and J. M. Sanz-Serna, On polynomi-
als orthogonal with respect to certain Sobolev inner products. J. Approx.
Theory 65 (1991), no. 2, 151–175.

[3] F. Marcellán and Yuan Xu, On Sobolev Orthogonal Polynomials. Expo.
Math. 33 (2015), 308-352.

[4] F. Marcellán and A. Sri Ranga, Sobolev orthogonal polynomials on the
unit circle and coherent pairs of measures of the second kind. Results in
Math. 71 (2017) 3-4, 1127 -1149.
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Localized kernel method in signal processing and
machine learning

Hrushikesh Mhaskar

Institute of Mathematical Sciences, Claremont Graduate University (United States)

hrushikesh.mhaskar@cgu.edu

Many applications in signal processing and machine learning requires the
use of intrinsically global data for obtaining local analysis of the objects in-
volved. For example, the problem of separation of stationary signals can be
formulated as recuperation of a finitely supported measure on the complex
unit circle using finitely many Fourier coefficients of the measure. One way
to mitigate the curse of dimensionality in machine learning is to apply local
learning based on a random sample taken from an unknown probability dis-
tribution. For example, assuming the data lies on a compact metric measure
space, we may wish to develop a network so that different subnetworks are
responsible for the data on different parts of the metric space. Motivated
by such applications, we have developed a family of localized kernels based
on different global orthogonal systems in various settings: the complex unit
circle, Jacobi and spherical polynomials, multivariate Hermite polynomials,
manifolds etc. We state a Tauberian theorem that gives a general construc-
tion for such kernels, and illustrate the use of the localized kernels in various
theoretical and practical settings.
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Generalized Quadrature Formulas of Gaussian Type

Gradimir V. Milovanović

Serbian Academy of Sciences and Arts, Belgrade (Serbia)

e-mail: gvm@mi.sanu.ac.rs

This lecture is devoted to quadrature processes of Gaussian type (cf. [1]). Be-
side the basic facts on the weighted Gaussian formulas on the real line and sev-
eral generalizations and modifications, the connections with orthogonal poly-
nomials and the basic procedures for their numerical and symbolic generation
for arbitrary measures, including available software, are presented. Several
examples with non-classical weight functions and their applications in summa-
tion of slowly convergent series, as well as to computation of some special inte-
grals and functions are given. If the information data {f(xk)}nk=1 in the stan-
dard n-point Gaussian quadrature formula is replaced by {(Ahkf)(xk)}nk=1,
where Ah is an extension of some linear operator Ah : P → P (h ≥ 0, P is
a space of all algebraic polynomials), we get a non-standard quadrature for-
mula [2, 3]. Typical linear operators can be an average (Steklov’s) operator,
some difference or differential operators. One type of these formulas based on
values of certain linear differential operators at some nodes (see [4]) can be
interesting in applications when the operator values are available, instead of
the values of the original integrand function.

References

[1] G. Mastroianni, G.V. Milovanović, Interpolation Processes – Basic The-
ory and Applications, Springer – Verlag, Berlin – Heidelberg, Springer
Monographs in Mathematics, 2008.

[2] G.V. Milovanović, A. Cvetković, Nonstandard Gaussian quadrature for-
mulae based on operator values, Adv. Comput. Math. 32 (2010), pp. 431–
486.

[3] G.V. Milovanović, A. Cvetković, Gaussian quadrature rules using function
derivatives, IMA J. Numer. Anal. 31 (2011), pp. 358–77.

[4] G.V. Milovanović, M. Masjed-Jamei, Z. Moalemi, Weighted nonstandard
quadrature formulas based on values of linear differential operators, J.
Comput. Appl. Math. 409 (2022), 114162.
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Positive operators, inequalities, and stochastic
convex orders

Ioan Raşa

Technical University of Cluj-Napoca, Romania

Ioan.Rasa@math.utcluj.ro

Joint work with Ana Maria Acu

Let pn,j(x) :=
(
n
j

)
xj(1− x)n−j , x ∈ [0, 1], 0 ≤ j ≤ n. The analytic inequality

n∑
i=0

n∑
j=0

[pn,i(x)pn,j(x) + pn,i(y)pn,j(y)− 2pn,i(x)pn,j(y)] f

(
i+ j

2n

)
≥ 0,

valid for each convex function f ∈ C[0, 1], is the simplest illustration of the
results presented in this talk. It is related with the shape preserving properties
of the Bernstein-Schnabl operators, see [4, Sec. 3.4]. Its first proof [6] uses
stochastic convex orderings. The first analytic proof [1] was followed by many
other proofs, in analytic or probabilistic terms, involving more general families
of operators and convex functions of higher order, see [2], [5] and the references
therein. The talk surveys the existing results in this area and presents some
new, very recent results and problems [3].

References

[1] U. Abel, An inequality involving Bernstein polynomials and convex func-
tions, J. Approximation Theory 222 (2017), 1-7.

[2] U. Abel, D. Leviatan, An extension of Raşa’s conjecture to q-monotone
functions, Results Math. 75, 180 (2020).

[3] U. Abel, D. Leviatan, I. Raşa, Relations between the Bernstein polyno-
mials and q-monotone functions, (submitted)

[4] F. Altomare, M. Cappelletti Montano, V. Leonessa, I. Raşa, Markov
Operators, Positive Semigroups and Approximation Processes, Walter de
Gruyter, Berlin, Munich, Boston (2014).

[5] A. Komisarski, T. Rajba, Muirhead inequality for convex orders and a
problem of I. Raşa on Bernstein polynomials, J. Math. Anal. Appl. 458(1)
(2018), 821–830.

[6] J. Mrowiec, T. Rajba, S. Wasowicz, A solution to the problem of Raşa
connected with Bernstein polynomials, J. Math. Anal. Appl. 446(1)
(2017), 864–878.

16



A mathematical model for the reconstruction and
the enhancement of digital images and its

applications in the medical field

Gianluca Vinti

Department of Mathematics and Computer Science, University of Perugia (Italy)

gianluca.vinti@unipg.it

A mathematical model based on the theory of sampling type operators will
be described, together with the various approximation properties ([1, 4, 3, 5]).
Later, it will be shown how the implementation of the mathematical results
led to the study of a problem in the medical field ([2]).

References

[1] C. Bardaro, P.L. Butzer, R.L. Stens, G. Vinti, Kantorovich-Type Gener-
alized Sampling Series in the Setting of Orlicz Spaces, Sampling Theory
in Signal and Image Processing, 6 (1) (2007), pp. 29-52.

[2] D. Costarelli, M. Seracini, G. Vinti, A segmentation procedure of the per-
vious area of the aorta artery from CT images without contrast medium,
Mathematical Methods in the Applied Sciences, 43 (2020), pp. 114-133.

[3] D. Costarelli, M. Seracini, G. Vinti, A comparison between the sampling
Kantorovich algorithm for digital image processing with some interpola-
tion and quasi-interpolation methods, Applied Mathematics and Compu-
tation, 374 (2020), pp. 125046.

[4] D. Costarelli, G. Vinti, Approximation by Multivariate Generalized Sam-
pling Kantorovich Operators in the Setting of Orlicz Spaces, Bollettino
U.M.I., Special issue dedicated to Prof. Giovanni Prodi, 9 (IV) (2011),
pp. 445-468.

[5] D. Costarelli, G. Vinti, Approximation properties of the sampling Kan-
torovich operators: regularization, saturation, inverse results and Favard
classes in Lp-spaces, to appear in J. Four. Anal. Appl., (2022).
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Sparse Machine Learning in Banach Spaces

Yuesheng Xu

Old Dominion University (USA)

y1xu@odu.edu

We will discuss recent developments in sparse machine learning methods in
Banach spaces. To motivate this important topic, we begin with a review
of the classical classification problem. In particular, we will present new un-
derstanding in representer theorems of machine learning methods in Banach
spaces.
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S1. Integral Equations: recent
developments in numerics and

applications

The aim of this special session is to present recent mathematical and com-
putational developments on integral equations, as well as their applications.
In particular, the talks will focus on integral equations with nonsmooth data
defined on intervals, and on boundary integral equations associated with sta-
tionary or time-dependent PDE boundary value problems. Recent and efficient
numerical approaches will be presented, together with their applications to dif-
ferent fields such as for example, acoustics, electromagnetics, heat conduction,
elastodynamics.

Organizers:

Luisa Fermo, University of Cagliari

Letizia Scuderi, Politecnico di Torino
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Fast Energetic BEM for time-domain
acoustic and elastic 2D scattering problems

A. Aimia, L. Desiderioa, G. Di Credicoa

a Department of Mathematical, Physical and Computer Sciences, University of
Parma (Italy)

alessandra.aimi@unipr.it, luca.desiderio@unipr.it,

giulia.dicredico@unipr.it

We consider acoustic and elastic wave propagation problems in 2D un-
bounded domains, reformulated in terms of space-time Boundary Integral
Equations (BIEs). The BIEs are set in a weak form related to the energy
of the system and then discretized by a Galerkin-type Boundary Element
Method (BEM): this approach, called Energetic BEM, has revealed accurate
and stable even on large time intervals of analysis [1, 2].
The Energetic BEM matrices have a Toeplitz lower triangular block structure,
where blocks, generated using standard Lagrangian piecewise polynomial space
basis functions, become fully populated for growing time; hence the overall
memory cost of the energetic BEM is O(M2N), M and N being the number
of the space degrees of freedom and the total number of performed time steps,
respectively. This can be a drawback for the application of such method to
large scale problems. To overcome this issue, we have proposed in [3] a fast
technique based on the Adaptive Cross Approximation (ACA). Indeed, the
core of this procedure is the approximation of sufficiently large time blocks
of the energetic BEM matrix through the partially pivoted ACA algorithm
introduced in [4], which allows to compute only few of the original entries.
This leads to reduced assembly time, which for the energetic BEM is generally
relevant, coupled with reduced memory storage requirements. Additionally,
the consequent acceleration of the matrix/vector multiplication together with
a marching on time procedure, leads to remarkable reduction of the computa-
tional solution time. The effectiveness of the proposed method is theoretically
proved and several numerical results are presented and discussed, with some
further advancements.

References

[1] A. Aimi, M. Diligenti, C. Guardasoni, I. Mazzieri, S. Panizzi, An energy
approach to space–time Galerkin BEM for wave propagation problems,
Int. J. Numer. Meth. Engng., 80 (2009), pp. 1196–1240.

[2] A. Aimi, L. Desiderio, M. Diligenti, C. Guardasoni, Application of En-
ergetic BEM to 2D Elastodynamic Soft Scattering Problems, Commun.
Appl. Ind. Math., 10 (2019), pp. 182–198.

[3] A. Aimi, L. Desiderio, G. Di Credico, Partially pivoted ACA based accel-
eration of the Energetic BEM for time-domain acoustic and elastic waves
exterior problems, submitted, (2021).

[4] M. Bebendorf, Approximation of boundary element matrices, Numerische
Mathematik, 86, (2000), 565–589.
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Filtered interpolation and numerical resolution of
systems of hypersingular integro-differential

equations

Maria Carmela De Bonisa, Abdelaziz Mennounib. Donatella
Occorsioa

a University of Basilicata, Department of Mathematics, Computer Science and
Economics (Italy)

b University of Batna 2, Mostefa Ben Bouläıd, Department of Mathematics, LTM
(Algeria)

mariacarmela.debonis.unibas.it, a.mennouni@univ-batna2.dz,

donatella.occorsio@unibas.it

In this talk we show how a collocation-quadrature method based on de la
Vallée Poussin filtered interpolation at Chebyshev nodes can be applied for
solving systems of hypersingular integro-differential equations (HIDE) of the
following type

σζ1(y) + aζ ′2(y) +
b

π

∫ 1

−1

ζ2(x)

(x− y)2
dx− 1

π

∫ 1

−1
κ1(x, y)ζ2(x)dx = g1(y),

y ∈ (−1, 1),

σζ2(y) + aζ ′1(y) +
b

π

∫ 1

−1

ζ1(x)

(x− y)2
dx+

1

π

∫ 1

−1
κ2(x, y)ζ1(x)dx = g2(y),

with σ ∈ R, κi(x, y) and gi(y), i = 1, 2, given functions, the constants a, b ∈ R
s.t. a2 + b2 = 1, and the unknown solution Z = (ζ1, ζ2) a differentiable
function, satisfying the zero boundary condition

Z(−1) = Z(1) = 0.

The above systems are of interest because, for example, appear in the model
describing the weak interface between two elastic materials containing a peri-
odic array of micro-crazes [3]. Indeed, the boundary conditions yielding there
to the solution of the posed problem are given in terms of an HIDE system.

The method is based on the procedure proposed in [2]. In the special case
κ1 ≡ κ2 it is conveniently combined with a procedure presented in [1] that
converts the system into a separable system of two independent equations.
We prove its stability and uniform convergence in Hölder-Zygmund spaces of
locally continuous functions and we show its efficiency through some numerical
examples.

References

[1] A. Mennouni, A new efficient strategy for solving the system of Cauchy
integral equations via two projection methods, Submitted.

[2] M.C. De Bonis, D. Occorsio, and W. Themistoclakis, Filtered interpola-
tion for solving Prandtl’s integro-differential equations, Numer. Algor. 88,
(2021) 679–709.
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Energetic Boundary Element Method for 3D
wavefield modelling

A. Aimia, S. Dallospedalea, L. Desiderioa, C. Guardasonia

a Department of Mathematical, Physical and Computer Sciences, University of
Parma (Italy)

alessandra.aimi@unipr.it, simone.dallospedale@studenti.unipr.it,

luca.desiderio@unipr.it, chiara.guardasoni@unipr.it

We consider elastodynamic (vector) wave equation, defined in unbounded
domains external to 3D bounded ones, endowed with null initial conditions
and with a Dirichlet condition on the boundary. For its numerical solution, we
reformulate the original differential problem in terms of a space-time Boundary
Integral Equation (BIE) and then we employ a weak formulation linked to
the energy of the system in order to achieve, in the approximation phase
by means of a Galerkin-type Boundary Element Method (BEM), accurate
and stable numerical results. This approach, called Energetic BEM (EBEM),
leads to a linear system whose matrix has Toeplitz lower-triangular block
structure, that allows the acceleration of the solution phase. As a direct
consequence of the flexibility of the EBEM, a large body of literature has
risen after the pioneering paper [1], to witness its capabilities to simulate 3D
acoustic [2] and 2D elastodynamic [3] wave propagation in semi-infinite or
infinite media. However, the extension of the EBEM to 3D elastic problems is
not straightforward, since the energetic full space-time discretization requires
double integration both in space and in time. Since a key ingredient for the
success of the EBEM is the efficient and accurate evaluation of all the involved
integrals, the selected formulation could be quite challenging in large scale
applications. Nevertheless, if standard (constant) time and shape functions
are employed, the double integration in time can be performed analytically and
one is left with the task of evaluating double space integrals, whose integration
domains are generally delimited by the wavefronts of the primary and the
secondary waves. In order to exactly detect this latter, and consequently to
preserve the stability properties of the EBEM, we choose boundary meshes
made by triangular elements with straight sides and we propose an ad-hoc
numerical integration scheme, tailored for the correct domain of integration.

References

[1] A. Aimi, M. Diligenti, C. Guardasoni, I. Mazzieri, S. Panizzi, An energy
approach to space–time Galerkin BEM for wave propagation problems,
Int. J. Numer. Meth. Engng., 80 (2009), pp. 1196–1240.

[2] A. Aimi, M. Diligenti, A. Frangi, C. Guardasoni, Neumann exterior wave
propagation problems: computational aspects of 3D energetic Galerkin
BEM, Comput. Mech., 51(4), (2013), 475–493.

[3] A. Aimi, L. Desiderio, M. Diligenti, C. Guardasoni, Application of En-
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E-BEM for the resolution of 2D interior
elastodynamic problems

A. Aimia, G. Di Credicoa, C. Guardasonia, G. Speronia

a Department of Mathematical, Physical and Computer Sciences, University of
Parma (Italy)

alessandra.aimi@unipr.it, giulia.dicredico@unipr.it,

chiara.guardasoni@unipr.it, giacomo.speroni@studenti.unipr.it

The study of elastic wave propagation phenomena can find relevant appli-
cations in many fields such as mechanical engineering, physics and geological
soil analysis, giving pulse, for the accurate resolution of the inherent differ-
ential problem, to the study and the implementation of suitable numerical
strategies. Among them, the Boundary Element Method (BEM) stands out
as a powerful numerical tool, whose implementation requires to rewrite the
physical displacement or traction as unknown of a Boundary Integral Equa-
tion (BIE) defined just at the boundary of the propagation domain, leading to
a dimensional reduction of the initial problem. The BIE can be reformulated
through energy arguments into a weak form, that we numerically solve after
a space-time discretization of Galerkin type (E-BEM). This energetic method
has been successfully implemented for the analysis of scalar wave propagation
problems [2], while recent advances in 2D exterior elastodynamic soft scatter-
ings can be found in [1, 3], where several numerical results are reported as
validation of the E-BEM long time stability properties. In this contribution
we will extend the outcomes obtained in the elastodynamic framework, with
the purpose of treating Neumann and mixed boundary condition problems for
the approximation of the resultant displacement in interior bounded domains.
We will provide an overview of the possible combinations of the energetic weak
formulations, that, depending on specific integral operators with kernels de-
fined as spatial derivatives of the 2D elastodynamic Green tensor, allows us
to incorporate the boundary conditions in the weak problem. Algorithmic
considerations about the discretization of the obtained weak formulations will
be included in the contribution, with a focus on the quadrature strategies
required for the computation of matrix entries featured by different type of
spatial singularities. In the end, we will present numerical tests concerning
the implementation of the method, highlighting its efficiency and the long-
time stability of the approximated solutions obtained solving by E-BEM for
the considered elastodynamic problems.

References
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This talk deals with the numerical solution of the following equation de-
fined on the square S := [−1, 1]× [−1, 1]

(I −K)f = g,

where f is the bivariate function to be recovered, I is the identity operator,
g is a given right-hand side sufficiently smooth on (−1, 1) × (−1, 1) possibly
with algebraic singularities on the boundary, and Kf is the integral operator.
It is defined as

(Kf)(y) =

∫
S
k(x,y)f(x)w(x)dx, x = (x1, x2),y = (y1, y2) ∈ S,

where k is a known kernel function defined on S × S and

w(x) = w1(x1)w2(x2),

with
wi(xi) = (1− xi)αi(1 + xi)

βi αi, βi > −1, i = 1, 2.

The function w is the product of two classical Jacobi weights and then contains
any algebraic singularities on the boundaries of the kernel.

A Nystrom-type method based on Gauss and anti-Gauss cubature rules is
developed and an averaged Nyström interpolant is proposed to improve the
accuracy of the solution.

Numerical tests show the performance of the approach.
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We consider the wave equation defined on the exterior of a bounded 2D
space domain, endowed with a Dirichlet condition on the boundary. We pro-
pose a numerical method that approximates the solution using computations
only in an interior finite domain. This is obtained by introducing a curved
smooth artificial boundary on which a non-reflecting boundary condition, de-
fined by a boundary integral equation, is imposed. The approach we consider
allows for solving the original problem by means of the coupling of an interior
domain method with a boundary element one associated with the artificial
boundary. For the space discretization in the interior computational domain,
we propose a Galerkin approach based on the Curvilinear Virtual Element
Method (CVEM), and for the time discretization we use the classical Crank-
Nicolson method. For the approximation of the non-reflecting condition on
the artificial boundary, we apply a standard collocation Bound- ary Element
Method (BEM) combined with a Lubich time convolution quadrature formula.
Some numerical results are presented to test the performance of the proposed
approach and to highlight its effectiveness.
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We consider the non-symmetric coupling of finite and boundary elements
to solve second order uniform elliptic partial differential equations defined in
unbounded domains. We present a novel condition that ensures the ellipticity
of the associated bilinear form, keeping track of its dependence on the linear
combination coefficients of the interior domain equation with the boundary in-
tegral one. We show that an optimal ellipticity condition, relating the minimal
eigenvalue of the diffusion matrix to the contraction constant of the shifted
double-layer integral operator, is guaranteed by choosing a particular linear
combination. This latter condition is always satisfied when the interface is a
circle. These results generalize those obtained in Of and Steinbach [2] and [3],
and in Steinbach [4] where the simple sum of the two coupling equations has
been considered. Numerical examples confirm the theoretical results on the
sharpness of the presented estimates.

References

[1] M. Ferrari, Developments on the stability of the non-symmetric coupling
of finite and boundary elements, submitted.

[2] G. Of and O. Steinbach, Is the one-equation coupling of finite and bound-
ary element methods always stable? ZAMM Z. Angew. Math. Mech. 93
(2013), pp. 476–484.

[3] G. Of and O. Steinbach, On the ellipticity of coupled finite element and
one-equation boundary element methods for boundary value problems, Nu-
mer. Math. 127 (2014), pp. 567–593

[4] O. Steinbach, A note on the stable one-equation coupling of finite and
boundary elements, SIAM J. Numer. Anal. 49 (2011), pp. 1521–1531.

30



A stable BIE method for Laplace’s equation with
Neumann boundary conditions in domains with

piecewise smooth boundaries

C. Lauritaa

a Department of Mathematics, Computer Science and Economics, University of
Basilicata (Italy)

concetta.laurita@unibas.it

It is well known that, in classical potential theory, the Laplace equation
with Neumann boundary conditions can be reduced to integral equations of
the second kind defined on the boundary of the domain. In particular, in this
talk we consider the exterior Neumann problem in a open bounded simply
connected planar domain Ω ⊂ R2 with a piecewise smooth boundary Γ

∆u(x) = 0, x ∈ R2 \ Ω̄,

∂u(x)

∂νx
= f, x ∈ Γ,

|u(x)| = o(1), as |x| → ∞,

where νx denotes the outward-pointing unit normal vector to Γ at x.
Using the single layer representation of the potential

u(x) = −
∫

Γ
ψ(y) log |x− y|dS(y), x ∈ R2 \ Ω̄,

the differential problem is reformulated in terms of the boundary integral
equation (BIE)

−πψ(x)−
∫

Γ

∂

∂νx
log |x− y|ψ(y)dS(y) = f(x), x ∈ Γ,

whose solution ψ is the single layer density function and has singularities near
the corners of the boundary.

A Nyström type method based on a proper Gauss-Jacobi-Lobatto quadra-
ture formula is proposed for its approximation. Taking into account the known
behavior of the solution, the analysis is carried out in proper weighted spaces
of continuous functions.

Introducing a modification of the method in the vicinity of the corners we
are able to prove both convergence and stability in such spaces.

The efficiency of the method is shown by illustrating some numerical tests.
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A new generation of fast algorithms with reduced memory requirements
and easy to implement for the numerical approximation of Volterra type con-
volutions is presented. The main ingredient is the global in time inversion
of the Laplace transform of the convolution kernel. In several important ap-
plications, the Laplace transform of the kernel, also called transfer operator,
is such that the approximation of the inverse mapping in an interval [δ, T ],
with T � δ, can be computed with a unique set of quadrature weights and
nodes. In order to develop such efficient quadratures we need to use all the
information about the problem and thus focus on families of applications, such
as fractional integrals and derivatives [1], integral formulations of Shrödinger
problems [2] and evolutionary problems governed by sectorial operators [3].
Numerical results supporting the theory will be presented, showing the ad-
vantages and the potential of this new approach.
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The talk deals with the numerical treatment of Volterra integral equations
of the type

f(s) + µ

∫ s

0
k(t, s)f(t)(t− s)αtβdt = g(s), s ∈ (0, 1),

where f is the unknown function, k and g are given functions, µ ∈ R, and
α, β ≥ 0.

Here we propose a Nyström method based on a quadrature formula whose
knots are equally spaced points of [0, 1]. The use of equidistant points is crucial
in many engineering and mathematical physics problems which are modeled
by Volterra equations. Indeed, very often the functions k and g are available
only at a discrete set of equispaced nodes, e.g. as results of experiments
or measurement on the field. In these cases the classical methods based on
piecewise polynomial approximation offer a lower degree of accuracy, while the
efficient procedures based on the zeros of orthogonal polynomials cannot be
used.

The quadrature formula herein is obtained by means of the sequence
{Bm,`(f)}m of the so-called Generalized Bernstein polynomials, where Bm,`(f)
is the ` iterated boolean sum of the classical Bernstein polynomial Bm(f), i.e.

Bm,`(f) = f − (f −Bm(f))`, ` ∈ N, Bm,1(f) = Bm(f).

We note that Bm,`(f) requires the samples of f at equispaced nodes as well
as the “original” Bernstein polynomial Bm(f). However, differently from
Bm(f), its rate of convergence improves as the smoothness of the function
increases. Indeed, by approximating f ∈ C2`([0, 1]) by {Bm,`(f)}m,`, it is
‖f −Bm,`(f)‖∞ ∼ O(m−`).

Finally, stability and convergence of the Nyström method are proved in
Hölder–Zygmund type spaces and some numerical tests are given to confirm
the theoretical estimates.
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In 1987 P. Barrucand described to G. Mastroianni and G. Monegato some
numerical experiments showing that the following “truncated” Gaussian rule∫ ∞

0
f(x) e−x dx =

n∑
i=1

λm,if(xm,i) +Rm,n(f) , m > n ,

where xm,i are the zeros of the mth Laguerre polynomial and λm,i are the
associated Christoffel numbers, provides better approximations than those
obtained using the ordinary Gauss–Laguerre formula. Subsequently, G. Mas-
troianni and G. Monegato studied the convergence of the “truncated” Gauss–
Laguerre rule and the related Nyström method for Fredholm integral equations
[3, 4].

In the past twenty years this procedure has been extended in several di-
rections and the underlying theory has been deepened (see [2, 1] and the
references therein).

In this talk we will discuss new results and numerical advantages of “trun-
cated” quadrature rules related to different exponential weights on bounded
or unbounded intervals of the real line.
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This talk is concerned with Fredholm integral equations of the second kind
of the form

u(t)−
∫ b

a
k(t, s)u(s)ds = g(t), a ≤ t ≤ b,

where k and g are given continuous functions, and u is the solution to be
determined. Most numerical methods in literature do not work well when the
functions k and g have derivative singularity at the endpoints. To overcome the
difficulty, Rashidinia–Zarebnia [2] proposed a Sinc-collocation method, which
was derived without assuming differentiability at the endpoints. Okayama et
al. [1] reformed their method and prove that it can attain O(exp(−c

√
N)),

where N (approximately) denotes half the number of collocation points. The
method is based on the Sinc approximation combined with the SE transfor-
mation: t = ψ1(x) = (b − a) tanh(x/2)/2 + (b + a)/2. They further im-
proved the method by replacing SE transformation with the DE transforma-
tion: t = ψ2(x) = ψ1(π sinhx), and proved that the improved method can
attain higher convergence rate: O(exp(−cN/ logN)).

However, those methods are a bit stressful to implement, especially in
the case of system of Fredholm integral equations. This is because (2N + 1)
collocation points ti are taken as

ti =


a (i = −N)

ψ`(ih) (i = −N + 1, . . . , N − 1)

b (i = N)

and not consistent at i = −N and i = N . To remedy this issue, this study
derives another Sinc-collocation methods with the consistent collocation points

ti = ψ`(ih) (i = −N, . . . , N).

Furthermore, this study proves that the new method with t = ψ1(x)
can attain O(exp(−c

√
N)), and the new method with t = ψ2(x) can attain

O(exp(−cN/ logN)). Numerical comparisons are also presented in the talk.
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a Institut für Mathematik, Universität Klagenfurt (Austria)

christian.poetzsche@aau.at

Integrodifference equations are popular tools in theoretical ecology to model
the spatial dispersal of populations evolving with nonoverlapping generations.
Their behavior is often illustrated using numerical simulations based on vari-
ous discretization methods.

In this talk, we discuss the persistence and behavior of their invariant
manifolds under spatial discretization and establish convergence preserving the
order of the numerical method. Our approach ranges from classical stable and
unstable manifolds of autonomous equations to the full hierarchy of invariant
fiber bundles for nonautonomous problems. Moreover, various ambient state
spaces are discussed.
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First kind integral equations arise in many mathematical models. A typical
situation is when one needs to identify certain parameters of a physical system
confined in a specified domain, from observations detected outside the domain
by, e.g., mechanical or electromagnetic waves. Some sensing devices used in
such settings allow different configurations, leading to overdetermined systems
of integral equation with discrete data of the form∫ b

a
k`(x`,i, t) f(t) dt = g`(x`,i), ` = 1, . . . ,m, i = 1, . . . , n`,

Such problems are typically ill-posed: they admit infinitely many solutions
and, because of experimental errors, must be solved in the least-squares sense.

We will describe a numerical method for computing the minimal-norm
solution of the problem in the presence of boundary constraints, which stems
from the Riesz representation theorem and the theory of reproducing kernel
Hilbert spaces (RKHS) [1, 2]. The algorithm involves the singular system of
the integral operator associated to the overdetermined system and naturally
induces a regularization technique. Numerical experiments, both synthetic
and deriving from an application in applied geophysics, show that the new
method is extremely effective when the sought solution is smooth, but produces
significant information even for non-smooth solutions.
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We consider the following Boundary Value Problems (BVPs) of second
order on the real axis {

f ′′(x)− µa(x)f(x) = h(x),

f(−∞) = f(+∞) = 0,
(1)

where µ ∈ R, a and h are given functions satisfying suitable assumptions
and f is the unknown solution. Boundary-value problems on infinite intervals
are of interests because are model for many problems arising from physical
phenomena, such as the flow of a gas through a semi-infinite porous medium
or non-Newtonian fluid flows.

Following an argument in [1], we reduce the problem (1) to the following
equivalent Frendolm integral equation

f(t)−
∫
R
G(x, t)a∗(x)f(x) dx =

∫
R
G(x, t)h(x) dx, (2)

where

G(x, t) = −1

2

{
e−tex, −∞ < x ≤ t,
ete−x, t ≤ x <∞,

is the Green’s function and a∗(x) = (µa(x) − 1). We propose to solve
the above integral equation by a Nyström type method based on a product
quadrature rule. The stability and convergence of the method are studied.
Numerical tests are shown.
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S2. Meshless Approximation
Methods: new perspective and

applications

Over the past twenty years, meshless methods became one of the major interest
field in approximation theory. This session focuses in the recent development
and improvement of existent meshless techniques, as well as in the presentation
of new approaches and applications.
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In this talk we present an improved version of the residual sub-sampling
method in [1] for adaptive interpolation by radial kernels. We introduce in the
context of sub-sampling methods a maximum profile likelihood estimation cri-
terion for the optimal choice of the kernel shape parameter [2]. This selection
is completely automatic, provides reliable and accurate results for any kernel,
and, unlike the original residual sub-sampling method, guarantees that the
kernel interpolant exists uniquely. The performance of this new interpolation
scheme is tested by numerical experiments on one and two dimensional test
functions.
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A physics-informed neural network (PINN) is employed to approximate
the solution of nonlinear partial differential equation systems. In this talk,
we present an approach for solving different configurations for the Gray-Scott,
a reaction-diffusion system that involves an irreversible chemical reaction be-
tween two reactants. Computational results show that the PINN can suc-
cessfully provide an approximated solution in a variety of conditions, also
reproducing the characteristic Turing patterns in the unstable region of the
model’s parameter space, through a supervised approach that relies on a finite
difference method (FDM).

Joint work with M.O.D.A.L Laboratory
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We propose a new tool, namely the Kriging Estimator [3], based on the
Partition of Unity method (KEPU). The theoretical studies about the propa-
gation of the uncertainties from the local predictors to the global one enable
us to define the PU method (see [1, 2, 4]) in a stochastic framework. As
numerically confirmed, when the number of instances grows, such a method
allows us to significantly reduce the usually high complexity cost of Gaussian
processes.
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The problem of interpolation on the sphere arises in the study of many
physical phenomena, such as temperature, rainfall, pressure, ozone distribu-
tion or gravitational forces, measured at scattered points on the earth surface.
A comprehensive survey on various approaches to solve this problem has been
provided by G.E. Fasshauer and L.L. Schumaker in 1998 [5]. Later, in 2010,
R. Cavoretto and A. De Rossi proposed an approach which involves a modified
spherical Shepard’s interpolant and zonal basis functions as local approximants
[1]. In line with previous studies [2, 3, 4], in this talk we discuss a new approach
based on quadrangular Shepard basis functions on the sphere combined with
linear interpolants at quadrangulations of the scattered points. In particular,
the basis functions are the normalization of the product of the inverse geodesic
distance to the vertices of the quadrangulation while the linear interpolants
are defined by spherical polynomials [6]. The resulting operator reproduces
linear polynomials on the sphere and interpolates the given data. Numerical
experiments on variuos sets of scattered points demonstrate the effectiveness
of the approximation.
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The approximation of high-dimensional functions is an extremely chal-
lenging task. Classical methods, based on a mesh, suffer in general from the
so-called curse of dimensionality and thus in practice they are only suited for
addressing lower-dimensional problems. On the other hand, machine learn-
ing techniques that are mesh-free, and in particular (deep) neural networks,
seem to be able to overcome this issue for different kinds of high-dimensional
problems, especially in the context of image analysis and pattern recognition.

The ExSpliNet model, introduced in [1], is an interpretable and expres-
sive neural network model that combines ideas of Kolmogorov neural net-
works, ensembles of probabilistic trees, and multivariate B-spline represen-
tations. The model, inspired by Kolmogorov’s Superposition Theorem, uses
univariate splines as inner functions that feed L-variate tensor-product splines
as outer functions, all of them represented in terms of B-splines. Here, L
is supposed to be not too high. The inner functions act as low-dimensional
feature extractors, while the outer functions can be regarded as probabilistic
trees. The ExSpliNet model can be efficiently evaluated thanks to the com-
putational properties of B-splines. In [1], the effectiveness of the proposed
model was also tested on classical machine learning benchmark datasets and
it was numerically illustrated that the model is particularly suited for data-
driven (smooth) function approximation and to face differential problems, in
the spirit of physics-informed neural networks.

In this talk, after discussing the ExSpliNet model’s definition and its main
properties, we focus on the approximation capabilities and present two con-
structive results that mitigate the curse of dimensionality. More precisely,
following ideas similar to the ones proposed in [2, 3], we obtain error bounds
for the ExSpliNet approximation of a subset of multivariate continuous func-
tions and also of multivariate generalized bandlimited functions. The curse of
dimensionality is lessened in the first case, while it is completely overcome in
the second case.
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The moving least square (MLS) is an approximation (of low order) method
introduced by Shepard [4] and generalized to higher approximation order by
Bos and Salkauskas [1]. The MLS method approximates a function given
at irregularly spaced points by weighted least square approximations. The
smoothness of the MLS approximant is decided by the smoothness of the
weight functions (cf. [5]). Moreover, the weight function are considered to be
smooth functions of some order, regardless of the smoothness of the underlying
function to be approximated. However, in case that the underlying functions
possess some discontinuities at some points, smooth approximants become
highly oscillatory near the discontinuities.

In this talk we show how to choose the weight function(s) so that the ap-
proximant reflects the discontinuities in the data. For doing so, we consider
piecewise weight functions,of some order `+ 1 of smoothness, that are them-
selves discontinuous. We take the weight functions as Variable Scaled Discon-
tinuous Kernels, recently introduced in [2, 3], that enable us to reconstruct
jump discontinuities. We will see that, this choice of weight functions provide
tailored approximant that is useful to avoid overshoots near the edges of the
underlying functions. Both theoretical and numerical analysis is provided.
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The Partition of Unity (PU) scheme is a well-established and efficient
kernel-based interpolation method. First introduced in the mid 1990s in [1],
the PU method produces a global approximant by combining, via the use of
compactly supported weights, many local fits [4]. Such a scheme is also rather
popular for researchers working on local collocation schemes for PDEs. The
PU method organizes the initial set of scattered data, that lay on a multivariate
domain, into several patches. Then, for each of those patches it solves a small
interpolation problem. A key step in its implementation is thus the one of
efficiently distributing the scattered data into the different patches. A Matlab
implementation of the PU scheme, based on the so-called kd-tree partitioning
data structures (see [3]), already exists but it is not exploitable on recent Mat-
lab releases. With this motivation, we propose an effective implementation of
the PU scheme based on what we call the integer-based routines. The aim
of this talk is to discuss the detailed implementation of the algorithm whose
description was briefly treated in [2]. Moreover, motivated by the growing in-
terest of the kernel community towards Python packages for machine learning,
we also developed a Python implementation of the PU scheme. Finally, some
experiments and comparisons between the two software implementations will
be presented.
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[1] I. Babuška, J.M. Melenk, The partition of unity method, Int. J. Numer.
Meth. Eng., 40 (1997), pp. 727–758.

[2] R. Cavoretto, A. De Rossi, A trivariate interpolation algorithm using a
cube-partition searching procedure, SIAM J. Sci. Comput., 37 (2015), pp.
A1891–A1908.

[3] G.E. Fasshauer, Meshfree Approximations Methods with Matlab, World
Scientific, Singapore, 2007.

[4] H. Wendland, Fast evaluation of radial basis functions: Methods based on
partition of unity, in: Approximation Theory X: Wavelets, Splines, and
Applications, C.K. Chui et al. (Eds.), Vanderbilt Univ. Press, Nashville,
2002, pp. 473–483.

48



Choosing the Shape Parameter Optimally in the
RBF Collocation Method

Lin-Tian Luha

a Department of Data Science, Providence University, Taiwan

ltluh@pu.edu.tw

In this talk we totally discard the traditional trial-and-error algorithms of
choosing acceptable shape parameter c in the multiquadrics

φ(x) := −
√
c2 + ‖x‖2

when dealing with differential equations. Instead, we predict the optimal value
of c directly by the MN-curve theory and hence avoid the time-consuming steps
of solving a linear system required by each trial of the c value in the traditional
methods. The quality of the c value thus obtained is supported by the newly
born rigorous choice theory of the shape parameter. Experiments show that
the approximation error of the approximate solution to the differential equa-
tion is very close to the best approximation error among all possible choices
of c.

The differential equation dealt with is the Poisson equation. A standard
3D Poisson equation is of the form{
uxx(x, y, z) + uyy(x, y, z) + uzz(x, y, z) = f(x, y, z) for (x, y, z) ∈ Ω\∂Ω,
u(x, y, z) = g(x, y, z) for (x, y, z) ∈ ∂Ω,

where Ω is the domain with boundary ∂Ω, and f, g are given functions.
A natural extension to d dimensions can be easily understood by replacing
(x, y, z) with (x1, · · · , xd) and letting Ω ⊆ Rd. The approximate solution will
be of the form

û(x) :=
N∑
i=1

λiφ(x− xi) + p(x), x ∈ Rd,

where φ(x) is just the multiquadrics, p(x) is a zero degree polynomial in Rd and
hence a constant λ0, and X = {x1, . . . , xN} is a set of points scattered in the
domain without meshes. An unorthodox way even drops λ0 and lets it be 0.The
constants λi, i = 0, · · · , N , are chosen so that û(x) satisfies the differential
equation (including boundary conditions) at the points xi, i = 1, · · · , N , called
the collocation points. The parameter c is chosen according to the MN curves
which can be easily sketched by Matlab or Mathematica. If the minimum of
the function MN(c) occurs at c = c∗, then c∗ is just the optimal choice of c.
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In the field of image reconstruction, the Structural Similarity index (SSIM)
is widely used in assessing the similarity between two images. In this talk,
first we present and discuss the extension of such index to the continuous
framework, that is the continuous SSIM (cSSIM) [1]. Then, we relate this
index to both the infinity and the L2-norm and, by focusing on the framework
of RBF interpolation, we analyse the convergence rate in terms of the cSSIM,
also by introducing a weighted version of such index. We provide a concrete
explanation about the well-known fact that some images may be close in terms
of the SSIM but not with respect to the L2-norm [2]. We show some numerical
experiments that confirm the theoretical findings.
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The local radial basis function collocation method (LRBFCM), a strong-
form formulation of the meshless numerical method, is proposed for solving
piezoelectric medium problems. The proposed numerical algorithm is based
on the local Kansa method using variable shape parameter. We introduce a
novel technique for the determination of shape parameter in the LRBFCM,
which leads to greater accuracy, and simplicity. The implemented algorithm
is first verified with a 2D Poisson equation. Then, we employed LRBFCM in
a numerical simulation for 2D and 3D piezoelectric problems involving mutual
coupling of the electric field and elastodynamic equations for the mechanical
field. The presented meshless method is verified using corresponding results
obtained from the finite element method and moving least squares meshless
local Petrov–Galerkin method [2]. In particular, the 2D piezoelectric problem
is verified with an exact solution from [1].

References

[1] G. P. Dube, S. Kapuria, P. C. Dumir, Exact piezothermoelastic solution
of simply-supported orthotropic flat panel in cylindrical bending, Interna-
tional Journal of Mechanical Sciences, (1996), pp. 1161–1177.

[2] P. Stanak, A. Tadeu, J. Sladek, V. Sladek, Meshless analysis of piezo-
electric sensor embedded in composite floor panel, Journal of Intelligent
Material Systems and Structures, (2014), pp. 2092–2107.

51



On the improvement of the triangular Shepard
method by non conformal elements

F. Dell’Accio a, F. Di Tommaso a, A. Guessab b, F. Nudoa

a Dipartimento di Matematica e Informatica, Università della Calabria, (Italy)
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Most classical numerical methods for approximation of a multivariate func-
tion (or integrals of it) use function values at sample points. However, as shown
in [2, 3], in many practical problems, the available data are not restricted
by function evaluations, but contain several integrals over certain hyperplane
sections, or, more generally, over smooth surfaces in Rd. In such cases, gen-
eralizations of the existing theory and algorithms of approximation operators
are required, which are based on the enriched set of data. In this work, we
focus on this problem in the two dimensional case, in the setting of scattered
data. More precisely we construct new Shepard type approximation oper-
ators, based on new enrichments of the standard linear triangular element,
using polynomial functions. In line with previously considered improvements
of the triangular Shepard method [4, 5], these enriched triangular elements
will be blended by using triangular Shepard basis functions [1]. Numerical
results are provided.
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The purpose of this talk is to show how to determine cubature rules on
polyhedra with a certain algebraic degree of precision, positive weights and
internal nodes, following two different approaches. In the first one we adopt a
classical technique, based on tetrahedralization and the application of almost-
minimal rules on each tetrahedron. In the second one, we show an alternative
approach without tetrahedralization based on the divergence theorem, on a
result of Wilhemsen [3] and on an indomain routine over polyhedra. As soon
as these rules are available, we compute the nodes and weights of a low-
cardinality positive quadrature formula by means Caratheodory-Tchakaloff
cubature compression via NNLS (see, e.g. [1], [2]). Finally, we present several
numerical tests, in order to assess the quality of our compressed formulas.
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In this talk we consider representation of derivatives using generalized Kan-
torovich sampling operators, introduced in [1]. We consider also a construc-
tion of fractional derivative masks for image edge detection and enhancement,
based on generalized Kan-torovich sampling operators. Edge detection and
image enhancement methods, based on derivatives are well-known. Recently
there is development to use several generalized fractional derivatives instead of
the classical derivetaives of order 1 and 2 (see [2] and references cited there).
Generalized sampling operators are a natural way to represent images. Such
representation gives us a possibility to define different derivative masks. In
fact, if the kernel is Hann kernel, we get the Sobel masks. Taking into ac-
count how well the generalized sampling operators allow to construct classical
derivative masks, we use them also for fractional derivatives. We use general-
ized Kantorovich sampling operators, for more flexibility of the construction
of masks.
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For some a > 0, in x ∈ [−a, a], t ≥ 0, we consider the diffusion equa-
tion with a nonlocal type kernel, where the function ϕ(·) is assumed to be
sufficiently smooth:

∂u(x, t)

∂t
=
∂2u(x, t)

∂x2
− u(x, y)J(u, x, t), J(u, x, t) =

∫ ∞
−∞

ϕ(y − x)u(y, t) dy

(3)
and with suitable initial and boundary conditions.

We propose a numerical method which is a combination of a “discrete-
collocation” method in space and of the classical Runge-Kutta 4-5 method in
time. We collocate the equation on a set P of selected equispaced points in
[−a, a]. The second partial derivative with respect to space is discretized by
suitable divided difference schemes of order 4. The integral J is approximated
by means of a quadrature formula based on the generalized (iterated) Bernstein
polynomial approximation, with the advantage of using the same set P of
equispaced points in [−a, a]. The main feature of this formula lies in the
high approximation order for smooth functions: more precisely, if the function
to be integrated has 2r continuous derivatives, the convergence order of the
quadrature rule is r. Matching this feature with the order chosen for the
discretization of the derivatives, we obtain a system of ordinary differential
equations in time. We finally proceed to integrate it by applying the Runge-
Kutta scheme of order 4-5. Some numerical results will be shown.
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The pioneer of fixed point theory in metric space is S. Banach [1] in which
uniqueness of fixed point on complete metric spaces was proved for every
contractive mapping. Banach’s result has a crucial role in the theory in view
of to present a way to find the fixed point of corresponding mapping as well as
its existence and uniqueness. After the remarkable applications of fixed point
theory in many branches, especially, integral equations, differential equations,
numerical analysis, graph theory, etc., the theory has been extensivelly studied
by researches for different contraction mappings in different type spaces.

Among the others, here, we consider one of these considerations presented
by Gajic [2] on ultrametric space.The space, roughly speaking, is a special
type of a metric space which is constructed by a stronger triangular inequality
than classical ones. Considering the spherically completeness of a given ultra-
metric space, Gajic [2] obtained a fixed point theorem with uniqueness for the
mappings.

In this talk, we aim to obtain some fixed point theorems using rational
type F -contraction multivalued mapping on a spherically complete ultrametric
space and give some corollaries and examples.
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[2] L. Gajić, On ultrametric spaces, Novi Sad J. Math. 31, 2 (2001). 69-71.

[3] J. Giniswamy, P.G. Maheshwari, Fixed Point Theorems Under F-
Contraction In Ultrametric Space, Adx. Fixed point Theory, 7(1)(2017),
144-154.

[4] C. Petalas, F. Vidalis, A fixed point theorem in non Archimedean vector
spaces, Proc. Amer. Math. Soc. 118 (1993), 819-821.
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We will present some approximation results in the frame of the spaces of
functions of bounded variation in multidimensional asset, by means of the
variation in the sense of Tonelli. In particular, we obtain estimates and con-
vergence in variation for some classes of sampling-type operators that have
deep relations, from both theoretical and applicative aspects, with Approxi-
mation Theory, Signal and Image Processing. The natural geometrical aspects
connected to the definition and construction of the Tonelli variation allow us
to discuss also some applicative connections of the results to some problems
of Digital Image Processing.
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There are various methods to measure how “far” an operator in a normed
space is from being compact. The most important tools are the essential
norm (for linear operators) and the measure of noncompactness (for nonlinear
operators).

We illustrate this by means of two linear operators, viz. the multiplication
operator

Mµx(t) := µ(t)x(t) (µ : [0, 1]→ R given)

and the substitution operator

Sϕx(t) := x(ϕ(t)) (ϕ : [0, 1]→ [0, 1] given)

in the function spaces C[0, 1] with norm ‖x‖C := max {|x(t)| : 0 ≤ t ≤
1} and BV [0, 1] with norm ‖x‖BV := |x(0)| + var(x; [0, 1]). Combing this
with analogous results for nonlinear superposition operators one may obtain
existence results for boundary value problems.

This is joint work with S. Reinwand (Würzburg), L. Angeloni and G. Vinti
(Perugia), and T. Dominguez Benavides (Sevilla).
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Difference equations with interface conditions are a tool for mathemati-
cally explaining processes that are subject to sudden changes. These sudden
changes depend on external factors and are negligibly short compared to the
whole time. These equations were examined in detail by [5, 6, 7]. Recently,
many researchers attach importance to such problems. Because difference
equations with interface conditions have emerged in many areas of mathemat-
ical modeling such as physics, chemical, biotechnology, industrial robotics,
ecology, population dynamics, optimal control, industrial robotics, medicine,
control theory and so forth [1, 2, 3, 4, 8]. Although the theory of difference
equations with interface conditions has many applications, there are insuffi-
cient studies examining the spectral analysis of these problems. This work
investigates spectral analysis of a difference equation with interface (discon-
tinuity) conditions and hyperbolic parameters on the whole axis. Firstly, we
introduce the solutions of this difference equation. Then, we obtain resolvent
operator, Green function and continuous spectrum by using these solutions.
Finally, we present a condition which guaranties that the difference equation
with interface condition has finite number of eigenvalues and spectral singu-
larities with finite multiplicities.
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On Ulam stability of some linear difference
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An equation is called Ulam stable if for every approximate solution of
it there exists an exact solution near it. We present some results on Ulam
stability for some linear difference equations.

In a Banach space X the linear difference equation with constant coeffi-
cients

xn+p = a1xn+p−1 + . . .+ apxn,

is Ulam stable if and only if all the roots of the characteristic equation are not
situated on the unit circle. In this talk, we present some stability results and
the best Ulam constant for this equation.
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In this talk we present existence results [1] for mild solutions of the follow-
ing partial differential equation of parabolic type

ut = ∆u+ h(t, x, u(t, x)) for (t, x) ∈ (0, T )× Ω

coupled with Dirichlet boundary conditions on ∂Ω and a nonlocal initial con-
dition u(0, ·) = g(u) described by a map g : C([0, T ];Lp(Ω)) → Lp(Ω) with
2 ≤ p < ∞ where Ω ⊂ Rk is a bounded domain with C2-boundary. Here
h : [0, T ] × Ω × R → R is a given map with superlinear growth. The nonlo-
cal condition includes as particular cases the Cauchy multipoint problem, the
weighted mean value problem, and the periodic problem. Existence results are
obtained by means of a Leray-Schauder continuation principle, transforming
the above problem to an ordinary differential equation in the abstract setting
given by the Banach space Lp(Ω). Handling superlinear growth in this con-
text is particularly challenging since the Nemytskii operator associated to the
Carathéodory function h : Ω × R → R maps the space Lp(Ω) continuously
on itself if and only if h is sublinear, as stated in Vainberg’s theorem. We
overcome this difficulty exploiting the compactness and the regularity proper-
ties of the semigroup generated by the Laplacian operator and constructing a
suitable approximation technique. This approach was developed in [2] for the
Cauchy problem and is extended here to the nonlocal one.
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Function spaces via heat kernel estimates
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Dipartimento di Matematica, Università di Genova, Via Dodecaneso 35, 16146
Genova, Italy

brunot@dima.unige.it

I will discuss a theory of function spaces defined in terms of a self-adjoint
operator whose heat kernel satisfies Gaussian estimates together with its deriva-
tives. This includes inhomogeneous and homogeneous Besov and Triebel–
Lizorkin spaces on Lie groups and Grushin settings [1, 2, 3].
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On Arzelà-Ascoli Theorem. Dualizing compactness
property.
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We consider a metric space (U, ρ), two abitrary nonempty sets X,Y , a map
(duality map)

D : X × Y → U

such that the partial functionsDx, Dy on Y , respectivelyX are totally bounded.
If d′, d′′ are the metrics on X, respectively Y given by:

d′(x′, x′′) = sup{ρ (Dx′(y), Dx′′(y)) ; y ∈ Y }

d′′(y′, y′′) = sup{ρ
(
Dy′(x), Dy′′(x)

)
;x ∈ X}

then the following assertions hold:

1. The metric space (X, d′) is totally bounded iff the metric space (Y, d′′) is
totally bounded.

2. The family (Dx)x of functions on Y has ”finite small oscillations” iff
the family (Dy)y has a similar property on X.

The well-known assertions: Schauder theorem on compact linear operators,
Scorohad compactness criterion with respect to a specific distance on trajec-
tories, the famous Arzelà -Ascoli theorem...may be derived from the above
assertions.
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Giving a sequence P = (Pn)n of kernels on a measurable space (or just
a semigroup (Pt)t∈(0,∞)) we are interested to describe the ”semi-excessive”
functions w.r. to P , i.e. measurable functions f such that lim

n→∞
Pn(f) = f (or

lim
t→0

Pt(f) = f).

We extend in this frame the famous Korovkin result on the uniform conver-
gence of Pn(f) to f on a class of measurable functions f , but beside that, we
give a pointwise convergence result which may be a useful tool in Probabilistic
Potential Theory as well Right Processes.
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The results presented here fit in the problem of the completeness as pro-
posed by Picone. This means to show that a certain system of particular
solutions of a PDE is complete in a functional space on the boundary of a
domain. This approach to the problem of polynomial approximation is more
sophisticated than the usual one, which extends the classical Mergelyan The-
orem. These results are related not only to a partial differential equation, but
also to a particular boundary value problem. In particular we present neces-
sary and sufficient conditions for the completeness of polynomial solutions of a
partial differential equations of higher order in any number of variables related
to the Dirichlet problem. We shall give also some recent results obtained for
systems, where very little is known.
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Gibbons’ conjectures for the Allen-Cahn equation.
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In this talk we deal with the Gibbons’ conjecture that is also known as
the weaker version of De Giorgi’s one. Our aim is to prove the validity of this
conjecture in the quasilinear case, based on a joint work with A. Farina, L.
Montoro and B. Sciunzi.
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Aim of the talk is to study a nonlinear variational problem with gradient
constraints and homogeneous Dirichlet boundary condition.

Variational problems with gradient constraints have been intensively stud-
ied a few decades ago and have seen many progresses also recently (see [2]
for an overview on free boudary problems and applications related to the non-
constant gradient constrained problem). Indeed, an important example among
them is the well-kwon elastic-plastic torsion problem. An interesting property
of gradient constrained variational problems is the connection with double ob-
stacle problems, even if this equivalence is not true in the general case (see [1],
and counterexamples in [3, 4] in the case of nonconstant gradient constraint
|Du| ≤ g(x)).

In the talk we show that a nonlinear monotone variational inequality with
convex gradient constraints is equivalent to a double obstacle problem.

The existence of Lagrange multipliers is also proved.
The proof is based on a new strong duality principle, that works in infinite

dimensional settings.
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In this study, the mixed parabolic-hyperbolic type equation with the ini-
tial and integral boundary conditions are examined in the rectangular domain.
In [1]-[4], the mixed type equations have many interesting applications in gas
dynamics, electromagnetic movement of liquid and similar non-homogeneous
processes. The integral boundary conditions show that physical process is not
only at the point but also at the whole object. In this study, the existence,
uniqueness and stability problems of the solution of the mixed type bound-
ary problem are discussed. These problems are generally solved using the
maximum principle or integral equations for mixed type boundary problems.
However, the methods of spectral analysis are applied in this study.

References

[1] N.I. Ionkin, Solution of a boundary value problem in heat conduction with
a non-classical boundary condition, Diff. Eqs. 13 (1977), pp. 204–211.

[2] J.R. Cannon, The solution of the heat equation subject to the specification
of energy, Quarterly of Applied Mathematics, 21(2) (1963), pp. 155-160.

[3] J.R. Cannon, The one-dimensional heat equations, Cambridge University,
Press, 1984.

[4] L.S. Pulkina and A.E. Savenkova, A problem with nonlocal integral
conditions of the second kind for one-dimensional hyperbolic equation,
Y.Samara State Tech.Univ., ser. Phys-Math.Sci., 20(2) (2016), pp. 276-
289.

71



Approximation of fuzzy numbers by truncated
Favard-Szasz-Mirakyan operators of max-product

kind

Sevilay Kırcı Serenbaya, Ecem Acara

a Department of Mathematics, Harran University (Turkey)

sevilaykirci@gmail.com ,karakusecem@harran.edu.tr

The nonlinear Favard-Szasz-Mirakjan operators of max-product kind is
introduced in [1]. In [2], the authors showed that the order of approximation
by the truncated max-product Favard-Szász-Mirakjan operator is less than
Cω(f, 1/n), (C=6). The aim of this note is to study the approximation of
fuzzy numbers by truncated Favard-Szasz-Mirakyan operators of max-product
kind.
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We consider some basic three-dimensional boundary value problems (BVPs)
for steady elastic oscillations. In particular we deal with the Dirichlet prob-
lem of representability of the solutions by means of a simple layer potential.
The main result concerns the solvability of the boundary integral system of
equations of the first kind; this is obtained by using the theories of differential
forms and reducible operators. We also consider the traction problem; rep-
resentability of its solution by means of a double layer potential is presented
instead of the more usual simple layer potential. This talk is based on joint
work with A. Cialdea and V. Leonessa ([1] and [2]).
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The 2-sets convex feasibility problem aims at finding a point in the nonempty
intersection of two closed convex sets A and B in a Hilbert space H. The
method of alternating projections is the simplest iterative procedure for find-
ing a solution and it goes back to von Neumann. Originally, he proved that the
method of alternating projection converges when A and B are closed subspace.
Then, for two generic convex sets, the weak convergence of the alternating
projection was proved by Bregman in 1965 ([2]). Nevertheless, the problem
of whether the alternating projections algorithm converges in norm for each
couple of convex sets remained open till the counterexample given by Hundal
in 2004. This example shows that the alternating projections do not always
converge in norm. One of the most important sufficient condition ensuring the
norm convergence of the alternating projections algorithm is based on the so
called ”regularity” property for the couple (A,B) ([1]). In this talk we consider
two sequences of closed convex sets {An} and {Bn}, each of them converging,
with respect to the Attouch-Wets variational convergence, respectively, to A
and B. Given a starting point a0, we consider the sequences of points obtained
by projecting on the “perturbed” sets, i.e., the sequences {an} and {bn} de-
fined inductively by bn = PBn(an−1) and an = PAn(bn). i.e., for each {an} and
{bn} as above we have dist(an, A∩B)→ 0 and dist(bn, A∩B)→ 0. We show
that the regularity of the couple (A,B) implies not only the norm convergence
of the alternating projections sequences for the couple (A,B), but also that
the couple (A,B) is d-stable.i.e., for each {an} and {bn} as above we have
dist(an, A∩B)→ 0 and dist(bn, A∩B)→ 0. Similar results are obtained also
in the case A∩B = ∅, considering the set of best approximation pairs instead
of A∩B. Finally, under appropriate geometrical and topological assumptions
on the intersection of the limit sets, we ensure that the sequences {an} and
{bn} converge in norm to a point in the intersection of A and B. The talk is
based on [4] and [3].
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We consider positive singular solutions (i.e. with a non-removable singu-
larity) of a system of PDEs driven by p-Laplacian operators. We prove some
fine regularity properties of the solutions, and then we show symmetry and
monotonicity properties.
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By a new variant of fibre contraction principle ([4]) we give existence,
uniqueness and convergence of successive approximations results for some
functional equations. In the case of ordered Banach space, Gronwall-type
and comparison-type results are also given.
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A linear operator is Ulam stable if for every approximate solution of the
associated equation there exists an element in the kernel of the operator close
to the approximate solution.

The linear differential operator with constant coefficients

D(y) = y(n) + a1y
(n−1) + . . .+ any, y ∈ Cn(R, X)

acting in a Banach space X is Ulam stable if and only if its characteristic
equation has no roots on the imaginary axis. We prove that if the characteristic
equation of D has distinct roots rk satisfying <rk > 0, 1 ≤ k ≤ n, then the
best Ulam constant of D is

KD =
1

|V |

∫ ∞
0

∣∣ n∑
k=1

(−1)kVke
−rkx

∣∣dx,
where V = V (r1, r2, . . . , rn) and Vk = V (r1, . . . , rk−1, rk+1, . . . , rn), 1 ≤ k ≤ n,
are Vandermonde determinants.
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We report on our recent progress concerning the explicit algebraic so-
lution of Zolotarev’s First Problem (ZFP) of 1868 ([1], [2]), thus avoiding
the application of elliptic functions. ZFP asks to determine, for n ≥ 4 and
s > tan2

(
π
2n

)
, the proper Zolotarev polynomial Zn,s which deviates least

from zero in the uniform norm on [−1, 1] among all polynomials of form
xn + (−ns)xn−1 + . . . . By parametrization of algebraic curves, we have
obtained in [4] a radical parametrization for Z7,s (currently the highest degree
attacked by that method). Out of it, the solution of ZFP, for n = 7, can be
recovered. In [3] we considered two alternative algebraic algorithms for explic-
itly solving ZFP (one was inspired by [5]). We now add a third one (inspired
by [6]). Each algorithm creates a particular tentative form (depending on pa-
rameters α and β with 1 < α < β) of Zn,s. To get the final form of Zn,s for the
concretely chosen n = n0 and s = s0, the algorithms require as input compat-
ible points α = α0 and β = β0 (depending on n0 and s0). In [3] we considered
one variant how to determine α0 and β0. We now add two more variants.
The variants involve Malyshev polynomials Fn(α) and Gn(β), determinants
with variable elements di,j(α, β), reduced relation curves Hn(α, β) = 0, and
function equations of form sn(α, β) = s. We show how to generate these terms
by means of Mathematica-functions, e.g., GroebnerBasis. Pre-computed data
to facilitate the computation of Zn,s and concrete examples, if n ≤ 13, are
provided and further existing non-elliptic approaches to ZFP are referenced.
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S4. Multivariate Polynomials in
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The main goal of the session is to provide a platform for discussion of new
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polation of functions of several variables, extremal properties of multivariate
polynomials and signal analysis.
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We say that a compact set ∅ 6= E ⊂ Rm satisfies Lp Markov type inequality
(or: is a Lp Markov set) if there exist κ,C > 0 such that, for each polynomial
P ∈ P(Rm) and each α ∈ Nm0 ,

‖DαP‖Lp(E) ≤ (C(degP )κ)|α|‖P‖Lp(E), (4)

where DαP = ∂|α|P
∂x
α1
1 ...∂xαmm

and |α| = α1 + · · ·+ αm.

Clearly, by iteration, it is enough to consider in the above definition multi-
indices α with |α| = 1. The inequality (4) is a generalization of the classical
Markov inequality:

‖P ′‖C([−1,1]) ≤ (degP )2‖P‖C([−1,1]).

In this talk we shall consider the following problem:

For a given Lp Markov set E determine µp(E) := inf{κ : E satisfies (4)}.

Our goal is to establish Lp Markov exponent of the following domains

K := {(x, y) ∈ R2 : 0 ≤ x ≤ 1, axk ≤ y ≤ f(x)},

where k ∈ N, k ≥ 2, a > 0 and f : [0, 1] → [0,∞) is a convex function such
that f(1) > a, f ′(0) = f(0) = 0, f ′(1) < ∞, and (f)1/k is a concave function
on the interval (0, 1).
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 Lojasiewicz exponent and pluricomplex Green’s
function on algebraic sets
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The talk is based on the paper [1].

The classical invariance theorem for pluricomplex Green functions in CN
states that

If k, ` are positive integers and f : CN → CN is a holomorphic mapping,
then the following conditions are equivalent:

(i) f is a polynomial mapping of degree at most ` and lim inf
‖z‖→∞

f(z)
‖z‖k > 0,

(ii) f is a proper mapping and for every compact set K ⊂ CN

k Vf−1(K) ≤ VK ◦ f ≤ ` Vf−1(K) in CN ,

see [2], [3] or [4, Th.5.3.1]. The main objective of the talk is to present a
generalization of this result to pluricomplex Green functions on algebraic sets.
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Instantaneous frequency (IF) estimation of non-stationary signals is re-
quired in many applications, such as radar and micro doppler systems, seis-
mology, audio and speech processing, biology, biomedicine, air traffic control.
To this aim sparse time-frequency representations that can deal with signals
having non-separable components are necessary [1, 2, 5, 6].

In this talk, some recent results concerning the retrieval of good grid points
for IF estimation are presented [3, 4]. They take advantage of a signal spectro-
gram time-frequency evolution law and reassignment procedures. Open issues
are also discussed.
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Regression splines are confirmed powerful and versatile to investigate the
data structures, and predict data behaviour. Different penalized models are
available in literature, so-called since balancing the regression fidelity and a
weighted penalizing term. The most commonly used are P-splines [5] that
are based on two main ingredients: polynomial B-splines and a second order
discrete difference penalty. More recently [2] a new class of penalized splines,
said hyperbolic-polynomial splines (HP-splines), combines the advantages of
P-splines with the idea of a data-driven selection of space parameters, making
them more suitable for capturing exponential trends. Actually, P-splines can
be recognized as one of the most successfully smoothers used in a wide range
of applications. For example, in social and behavioural sciences, constrained
P-splines are definite based on theoretical hypotheses regarding their shape
and monotonicity, translated into local and global constraints on the succes-
sive derivatives of the functional model [1]. Moreover, P-splines are used for
Bayesian spectral density estimation; e.g. in [6] the authors propose statis-
tic techniques for a data-driven selection of the spline knots placement, so
giving up the uniform distribution of the knots which guarantees analytical
reproduction properties (assured both for P-splines [4] and for HP splines [3]).
We formulate a constraint optimization problem to make a penalized spline
positive, so suitable for density estimation, and propose a greedy-type algo-
rithm to dynamically tune the model shape, while preserving positiveness and
space reproduction properties. A theoretical result concerning the bounded
variation of the P-spline model is also given and drives the selection.
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We propose a new method for the stable reconstruction of a class of binary
images (modelled as characteristic functions of algebraic domains) from a small
number of measurements. Algebraic polynomials and the corresponding im-
age moments are represented in terms of bivariate Bernstein polynomials. We
illustrate a strategy for the computation of the coefficients involved in such a
representation by means of refinable function kernels associated to convergent
polynomial-generating subdivision schemes. The computational procedure re-
lies on the construction of a quasi-interpolation operator whose coefficients are
the solution to a linear system. Our approach is robust to noise, computa-
tionally fast and simple to implement. The performance of the reconstruction
algorithm from noisy samples is illustrated through the results of extensive
numerical experiments.

This is a joint work with Demetrio Labate and Wilfredo Molina (University
of Houston, Texas, USA).
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The concept of mapped bases has been widely studied, but all the proposed
methods show convergence provided that the function is resampled at the
mapped nodes. In applications, this is often physically unfeasible. We discuss
the extention of the so-called mapped bases without resampling interpolation,
also known as Fake Nodes Approach (FNA) [1, 2], to any basis and dimension.
The univariate case has been discussed in [1] and some of its applications have
been collected in the recent paper [2].

It is a common practice in multimodal medical imaging to undersample the
anatomically-derived segmentation images to measure the mean activity of a
co-acquired functional image. The applicarion to medical image resampling is
then presented, showing that the FNA is an effective way to reduce the Gibbs
effect when oversampling the functional image [4].
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Marcinkiewicz-Zygmund inequalities for scattered
and random data on the d-dimensional unit sphere
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The recovery of functions and estimating their integrals from finitely many
samples is one of the central tasks in approximation theory. MarcinkiewiczZyg-
mund inequalities provide answers to both the recovery and the quadrature
aspect. In this paper, we focus on the q-dimensional sphere Sq, and investigate
how well continuous Lp-norms of polynomials f of maximum degree n on the
sphere Sq can be discretized by positively weighted Lp-sum of finitely many
samples, and discuss the relationship between the offset between the continu-
ous and discrete quantities, the number and distribution of the (deterministic
or randomly chosen) sample points x1, . . . , xN on Sq, the dimension q, and the
polynomial degree n.
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Heat-diffusion semigroup and other translations
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We introduce general translations as solutions to Cauchy or Dirichlet prob-
lems. This point of view allows us to handle the heat-diffusion semigroup as
a translation. With the given examples Kolmogorov-Riesz characterization of
compact sets in certain Lpµ spaces are given. Pego-type characterizations are
also derived. Finally for some examples the equivalence of the corresponding
modulus of smoothness and K-functional is pointed out.
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Polynomial meshes (called sometimes ’norming sets’) are nearly optimal
for uniform least squares approximation and contain interpolation sets nearly
as good as Fekete points of the domain. They play a relevant role in re-
cent multivariate interpolation and approximation. Optimal meshes have been
constructed by different analytical and geometrical techniques on many poly-
nomially determining compact sets. Regarding subsets of algebraic varieties
polynomial meshes are known only for a few compacts like sections of a sphere,
a torus, a circle and curves in C with analytic parametrization. In these cases,
polynomial meshes are transferred by some analytical map from certain poly-
nomially determining set with sufficiently relevant meshes. We give a general
construction of polynomial weakly admissible meshes on compact subsets of
arbitrary algebraic hypersurfaces in CN+1. They are preimages by a projection
of meshes on compacts in CN . These meshes are optimal in some cases. We
present also partial results for algebraic sets of codimension greater than one.
We give some examples of optimal polynomial meshes and weakly admissible
meshes on compact subsets of algebraic sets.
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We prove new Bernstein and Markov type inequalities in Lp, 1 ≤ p < ∞
spaces associated with the normal and the tangential derivatives on the bound-
ary of a general compact Cα-domain with 1 ≤ α ≤ 2. These estimates are
also applied to establish Marcinkiewicz type inequalities for discretization of
Lp norms of algebraic polynomials on Cα-domains with asymptotically opti-
mal number of function samples used. This extends Lp tangential Bernstein
type and Marcinkiewicz type inequalities given in [1] on a general compact C2

domain. In case when p = ∞ similar Bernstein type inequalities and asymp-
totically optimal discretization meshes on Cα-domains were given earlier in
[2].
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In this talk, we consider the numerical approximation of 2D Fredholm inte-
gral equations of the second kind, defined on a curvilinear polygon S (general
bi-dimensional domain whose boundary is a piecewise smooth Jordan curve),

f(x, y)− µ
∫
S
k(x, y, s, t)f(s, t) dsdt = g(x, y), (x, y) ∈ S,

where g and k are given functions defined on S and S2, respectively, µ is a
fixed real parameter and f is the unknown function in S.

The literature about 2D Fredholm integral equations is not very wide. The
methods avaiable mainly consider the case of rectangular domains (see for
instance [1] and the references therein). If a global approximation strategy is
chosen, the most simple and powerful approach seems to be Nyström methods
based on cubature rules obtained as the tensor product of two univariate rules.

On the contrary no global approach was proposed for the case of curvilinear
domains that cannot be transformed in a square. On the other hand even if
the transformation is possible, the smoothness of the known functions could
be not preserved and this can produce a severe loss in the rate of convergence
of the method.

Here we propose a numerical method of Nyström type based on cubature
formulas introduced in [2]. This choice allows to treat general curvilinear
domains, to use a global approximation approach and avoids the loss of con-
vergence due to transformations.
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In theoretical analysis of function approximation in the context of ma-
chine learning, one of the standard assumptions in order to avoid the curse
of dimensionality is the manifold assumption; i.e., one assumes that the data
is sampled from an unknown sub-manifold of a high dimensional Euclidean
space. A great deal of research deals with obtaining information about this
manifold, such as the eigen-decomposition of the Laplace-Beltrami operator
or coordinate charts. The theory of function approximation based on this pre-
liminary information is also well studied. Since the manifold is unknown, this
two step approach implies some extra errors in the approximation stemming
from the approximation of the basic quantities from the data in addition to
the errors inherent in function approximation. In [1], HNM has proposed a
one-shot direct method to achieve function approximation without knowing
anything about the manifold other than its dimension. However, one cannot
pin down the class of approximants used in that paper.

In this paper, we view the unknown manifold as a sub-manifold of an
ambient hypersphere and study the question of constructing a one-shot ap-
proximation using the spherical polynomials based on the hypersphere; again,
our approach does not require pre-processing of the data to obtain informa-
tion about the manifold other than its dimension. We give optimal rates of
approximation for relatively “rough” functions. The class of approximants is
the restriction of the spherical polynomials to the unknown manifold, but we
need not use this fact in our construction.
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Let us consider N -sparse bivariate exponential sum,

f(k) =
N∑
j=1

aj exp(−i〈ωj,k〉) + ε(k),

where a1, . . . , aN ∈ C \ {0}, k ∈ Z2, 〈ωj ,k〉 denotes the inner product of
k and ωj and ε(k) is are a random variable. The problem of parameter
estimation of the exponential sum is to determine approximately elements
ω1, . . . ,ωN ∈ (0, 2π]2 out of finitely many noisy samples of f .

Inspired by the one-dimensional approach developed in [1], we propose to
use the method of Prony-type polynomials, when the parameters ω1, . . . ,ωN
can be recovered as a set of common zeros of Prony-type polynomials, some
bivariate polynomials of an appropriate multi-degree. Numerical experiments
show the PTP method is more stable in the presence of noise than other meth-
ods. Moreover, using an autocorrelation sequence in the PTP approach allows
us to improve significantly the stability of the method in the noisy data case.

This is joint work with Jürgen Prestin (Institute of Mathematics, Univer-
sity of Lübech).
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S5. Numerical Advances in
Differential Equations

The main aim of this session is to bring together researchers in the field of
numerical methods for differential equations to present their recent results
and exchange ideas for new developments in theory and related applications,
with particular emphasis in areas such as ordinary and stochastic differential
equations.
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The matlab code HOFiD (based on high order finite difference schemes)
has been successfully used to solve several kind of Sturm-Liouville and Multi-
parameter Spectral problems [1, 2].

Starting from the research in [3], we now propose an update in order this
code also solves problems with trapezoidal or piecewise continuous potentials
as well as eigenparameter-dependent boundary conditions.
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Realistic models from several areas of biology, such as structured popula-
tion dynamics or epidemiology, are often based on delay equations. Due to
the infinite dimension of the relevant dynamical systems, the dynamics of such
models can generally not be studied analytically and must then be approxi-
mated numerically. An important target in this context is represented by the
computation of periodic solutions. As for Retarded Functional Differential
Equations (RFDEs), the classical piecewise orthogonal collocation proposed
in [4] for computing periodic solutions has only recently been proven to be
convergent in [2], following the abstract approach in [5] for general boundary
value problems defined by delay equations. The method can also be extended
to Renewal Equations (REs), and its convergence is proved in [1, 3]. We take
a further step by describing the extension of the method to coupled systems
of RFDEs and REs. In this talk, I present the main ideas behind the proof of
its convergence and emphasize the challenges that emerge with respect to the
cases of RFDEs and REs separately. Finally, I show some numerical experi-
ments that further validate the theoretical results.
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For the efficient numerical integration of evolutionary differential equations
with additive right-hand side,

∂tu = F1(t, u) + F2(t, u) + . . . ,

approximation by exponential splitting methods based on the solution and
systematic recombination of sub-problems is often a convenient choice. For
the purpose of reliable adaptive stepsize control, several techniques for prac-
tical local error estimation are introduced and discussed in [1], and further
works are devoted to particular applications, e.g., Schrödinger type problems
or hyperbolic problems [2]. The employed techniques comprise optimized pairs
of schemes, Milne-type estimators, and defect-based approaches, and are used
with schemes of various approximation orders. Also, more than two suboper-
ators are treated, see [2, 3] for the case of three sub-operators Fj . Coefficients
of various optimized methods are collected at [4].

In the simulation of magnetohydrodynamics, it is natural to split the vector
field into 4–8 operators, even. Additionally, certain positivity conditions on
the coefficients need to be satisfied. We discuss the construction of methods
and present numerical results for hyperbolic test problems.
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Several systems of evolutionary partial differential equations may contain
stiff terms, which require an implicit treatment. Typical examples are hyper-
bolic systems with stiff hyperbolic or parabolic relaxation characterized by a
relaxation parameter ε. In the hyperbolic-to-hyperbolic relaxation (HSHR)
a natural treatment consists in adopting implicit-explicit (IMEX) schemes,
in which the relaxation is treated by an implicit scheme, while the hyperbolic
part is treated explicitly [1]. In the hyperbolic-to-parabolic relaxation (HSPR)
standard IMEX methods relax to an explicit scheme for the parabolic limit,
thus suffering from parabolic CFL restriction. In [2, 3] this drawback has been
overcame by a penalization method, consisting in adding and subtracting the
same term, so that the system appears as the limit relaxed system plus a
small perturbation. Furthermore, in [4] a unified IMEX approach has been
introduced for systems which may admit both limits. This latter approach
generalizes the two ones: HSHR and HSPR. All these approaches are capa-
ble to capture the correct asymptotic limit of the system when ε → 0, i.e.,
the scheme is asymptotic preserving (AP) independently of the scaling used.
However, the AP property guarantees only the consistency of the scheme in
the stiff limit ε → 0, but it does not not imply in general that the scheme
preserves the order of accuracy in time in the limit and the order of accuracy
may drop to low orders. In the literature of hyperbolic system with stiff relax-
ation this order reduction phenomenon is extensively studied and cured, see
for example [1]. A scheme that preserves the order of accuracy in time in the
limit is said asymptotically accurate (AA). In this talk we show that under
several assumptions on the IMEX scheme, all the numerical approaches used
to solve hyperbolic systems with stiff relaxation are both AP and AA, i.e.,
they maintain the correct order of accuracy of the original IMEX scheme in
the limit of the relaxation parameter ε.
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Many practical problems in science and engineering are modeled by large
systems of ordinary differential equations (ODEs) which arise from discretiza-
tion in space of partial differential equations (PDEs) by finite difference meth-
ods, finite elements or finite volume methods, or pseudospectral methods. For
such systems there are often natural splittings of the right hand sides of the
differential systems into two parts, one of which is non-stiff or mildly stiff,
and suitable for explicit time integration, and the other part is stiff, and suit-
able for implicit time integration. The efficient solution can be provided by
implicit-explicit (IMEX) schemes.

In present research we consider the class of general linear methods (GLMs)
for ordinary differential equations. We construct IMEX GLMs of order p =
1, 2, . . . , 4 with desired stability properties. We assume that the explicit and
implicit parts of the IMEX scheme have the same abscissa vector c and coef-
ficient matrices U and B. We look for implicit methods of order p and stage
order q = p, which have the property of so-called inherent Runge–Kutta sta-
bility (IRKS), and which are A-stable and if possible, also L-stable. We also
require that the vector of external approximation is of Nordsieck form. Next,
we attempt to maximize the combined region of absolute stability. Finally, we
apply constructed methods to a series of test problems.

This is a joint work with A. Cardone, Z. Jackiewicz and P. Pierzcha la.
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The twentieth century has witnessed the emergence of the basic reproduc-
tion number as a key player in assessing the growth of a population or the
spread of a disease. Only in the nineties this quantity has been rigorously
characterized as the spectral radius of a positive linear operator, promoting
since then the use of increasingly realistic, yet more complicated, models. In
this talk we would like to present some recent developments [1, 2, 3] in the nu-
merical approximation of this number, first illustrating a spectrally accurate
discretization framework and then discussing its convergence. As an applica-
tion we consider models of epidemics structured by individual traits as, e.g.,
age or immunity.
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This talk focuses on the numerical solution of differential equations charac-
terized by stiffness deriving from real phenomena and physical processes. Stiff
problems can arise when dealing, for example, with partial differential equa-
tions with advection or diffusion terms. We show the application of numerical
techniques leading to methods equipped with excellent stability properties,
also capable of preserving the qualitative features of the solution [3, 4].

Recent numerical techniques for the construction of efficient and stable
methods involve the modification of the classical coefficients which become
Jacobian-dependent matrices [5]. In this field, the Time-Accurate and Highly-
Stable-Explicit (TASE) Runge-Kutta methods are derived by modifying the
problem to be solved by introducing an appropriate operator [2]. We show
that it is possible to derive highly stable multivalue methods using the TASE
technique and other methodologies [1, 4].

The presented results have been obtained in collaboration with Beatrice Pa-
ternoster, Leila Moradi and Giovanni Pagano (University of Salerno), Raf-
faele D’Ambrosio (University of L’Aquila), Fakhrodin Mohamadi (University
of Hormozgan, Iran), Ali Abdi (University of Tabriz, Iran).
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We address our attention to the numerical approximation of stochastic
Hamiltonian systems, both of Itô and Stratonovich types. It has been shown
that, in the Itô case, a trace equation is satisfied, describing the linear growth of
the expected Hamiltonian in time [1], while energy conservation is visible in the
Stratonovich setting [5]. The first part of this talk is devoted to the analysis of
the effectiveness of Monte Carlo estimates employed in the application of drift-
preserving numerical schemes for Itô Hamiltonian systems [3], i.e., methods
able to reproduce the trace equation along the numerical dynamics [1, 2].
In the second part of this talk, we aim to provide a characterization of the
long-term behavior of numerical discretizations to such stochastic Hamiltonian
systems [4] by means of the so-called weak backward error analysis. The key
ingredient is the construction of weak stochastic modified equations associated
to such numerical methods [4, 6, 7]. Finally, numerical experiments are also
provided to confirm the theoretical results.
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We present a computationally effective procedure for numerically solv-
ing fractional-time-space differential equations with the spectral fractional
Laplacian [1]. A truncated spectral representation of the solution in terms
of the eigenfunctions of the usual integer-order Laplacian is considered. Time-
dependent coefficients in this representation, which are solutions to some linear
fractional differential equations, are evaluated by means of a generalized expo-
nential time-differencing method [2], which presents some advantages in terms
of accuracy and computational effectiveness. Rigorous a-priori error estimates
are derived, and they are verified by means of some numerical experiments.
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We consider synchronous solutions of networks of piecewise smooth oscil-
lators. The asymptotic stability of synchronous solutions is highly desirable
but it is still an open problem how to ascertain it for networks of piecewise
smooth oscillators. Two main difficulties must be overcome: i) The funda-
mental matrix solution is not unique in general; ii) The large dimension of the
problem requires efficient numerical techniques. In this talk we address both
issues and we extend the Master Stability Function algorithm of Pecora and
Carroll to networks of piecewise smooth oscillators.
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This talk will highlight recent results based on the study of numerical dy-
namics associated to discretization of stochastic Hamiltonian problems, since
they are excellent models useful in a large number of applications, when the
dynamics is subject to random perturbations. In particular, stochastic Hamil-
tonian problems are the most suitable candidates to conciliate classical Hamil-
tonian mechanics with the non-differentiable Wiener process, which describes
the continuous innovative character of stochastic diffusion.
Our analysis is focused on the study of stochastic Runge-Kutta methods de-
veloped by Burrage and Burrage, obtained as a stochastic perturbation of
classical symplectic Runge-Kutta methods. In particular, we are interested in
understanding whether these methods are capable to maintaining the linear
drift visible in the expected value of the Hamiltonian. The analysis shows
Runge-Kutta methods present an error that increases with the parameter ε,
being ε the amplitude of the diffusive part of the problem. Through a pertur-
bative theory, we investigate the reason of this behaviour, due to the presence
of a secular term ε

√
t that destroying the overall conservation accuracy. Nu-

merical tests confirm the theoretical analysis.
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The time integration of space-discretised parabolic problems (in m spa-
tial dimensions) on rectangular-like domains subject to Dirichlet boundary
conditions is considered. The time integration is carried out by using s-stage
AMF-W-methods, which are ADI (alternating direction implicit) type integra-
tors. Optimal results of PDE-convergence (convergence in time independently
of the spatial resolution) in the Euclidean norm for the case of m = 2 are
given [1, 2]. Most of this results can be extended to the case m > 2 [3]. Some
numerical experiments on linear problems confirm the theory.
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a Departmento de Análisis Matemático, Universidad de La Laguna (Spain).
b Dipartimento di Matematica, Università degli Studi di Salerno (Italy).
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The so-called family of Time-Accurate and Stable Explicit (TASE) meth-
ods for the numerical integration of Initial Value Problems in stiff Ordinary
Differential Equations (ODEs) was recently introduced in [1]. Such methods
consider a base explicit Runge-Kutta (RK) method whose stability properties
are improved by multiplying the vector field of the underlying ODE by a cer-
tain operator which approximates the identity mapping up to a given order
p. This family of methods was further extended to a wider class of TASE
operators in [2], where some classical linear stability properties were studied,
improving the stabilization of some classical explicit Runge-Kutta up to order
four. The TASE operators considered for a given explicit method of order p
and p stages (1 ≤ p ≤ 4) require the solution of p linear systems for each
internal stage.

In this talk, generalized TASE-RK methods are considered in order to
improve the efficiency of the TASE approach while retaining the order of con-
sistency and good linear stability properties. Since these methods are linearly
implicit, connections to the class of W -methods [3] are established. Further-
more, an extension of the TASE approach with the Approximate Matrix Fac-
torization technique is proposed in order to deal with the numerical solution of
large ODEs coming from the spatial discretization of parabolic Partial Differ-
ential Equations with time-dependent boundary conditions in several spatial
dimensions.
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We discuss a new framework for the polynomial approximation to the
solution of initial value problems for ordinary differential equations (ODEs)

ẏ(t) = f(t, y(t)), t ∈ [t0, T ], y(t0) = y0 ∈ Rm, (5)

and delay differential equations (DDEs) in the form,

ẏ(t) = f(t, y(t), y(t− τ)), t ∈ [t0, T ], (6)

y(t) = φ(t), t ∈ [t0 − τ, t0],

The framework is based on a truncated expansion of the vector field along an
orthonormal basis, which projects the differential problem onto a finite dimen-
sional vector space. This procedure leads to a new class of numerical methods
that may be regarded as a perturbation of the original differential problem.
Consequently, a perturbation analysis has been successfully employed to un-
derstand how the solutions of the two problems are related.

The approach has been initially devised for problem (5) ([1, 2, 3]), and
very recently extended to delay differential equations in the form (6) ([5, 4]).
Relevant classes of Runge-Kutta methods can be derived within this frame-
work.
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We have recently focused our attention on using general linear methods
(GLMs) as a framework to analyze and generalize existing classes of numerical
methods for ordinary differential equations. In this work we present the class
of Self Starting GLMs, whose name point out one of their main features.
Indeed, although they are multi-stage multi-step methods, they do not require
any additional starting procedure. In particular, after presenting the general
formulation, we focus on a subclass with a structure that is very similar to
Runge-Kutta methods. With this approach, we show how some properties
of these last methods can be improved, keeping similar computational costs.
This analysis indicates that the proposed methods may have better accuracy
and stability properties, such as, for example, larger stability regions in the
case of explicit methods, or stage order greater than one for singly diagonally
implicit methods.

The possibility of identifying good families of methods with a larger num-
ber of degrees of freedom can also have implications in the field of time dis-
cretization of partial differential equations. For example, Self Starting GLMs
allow the determination of new efficient and highly stable Implicit-Explicit
and Strong Stability Preserving methods.

Finally, we report numerical experiments which confirm that Self Start-
ing GLMs are competitive with Runge-Kutta methods and can have better
performance on nonstiff, mildly stiff and stiff problems.
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The main classes of retarded functional equations are delay differential
equations, which describe the solution by prescribing the values of its deriva-
tive, and renewal equations, which directly prescribe the values of the solution
itself. Renewal equations proper are typically formulated as integral equa-
tions; neutral renewal equations (NRE), instead, involve also values of the
solution at discrete times in the past. Even though NRE are quite important
in biological modeling, until the recent work [1] little was known about their
dynamics.

In this work we investigate the stability of autonomous and periodic NRE
of the type x(t) = f(t)x(t − τ) from a theoretical point of view, perform-
ing numerical experiments both to exemplify our findings and to guide our
investigation.

Our numerical approach is based on the pseudospectral collocation tech-
nique of [2, 3] for discretizing monodromy operators and computing Floquet
multipliers, although a proof of Floquet theory for NRE is currently lacking.
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We present a new method to determine an unmanned aerial vehicle (UAV)
trajectory that minimizes its flight time in the presence of avoidance areas
and obstacles. The optimal control problem is numerically solved using the
indirect method with a set of penalty functions embedded in a suitable con-
tinuation technique [1, 2]. The arising nonlinear boundary value problems
are efficiently solved by the code bvptwp.m/twpbvplc.f that uses a deferred
correction scheme based on Lobatto formulae [3]. The results obtained by ap-
plying the code to both two- and three-dimensional problems describing very
involved scenarios, show the effectiveness of the whole procedure.
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We consider the numerical approximation of L−α, 0 < α < 1, where L is
an accretive operator acting on a separable Hilbert space H, with numerical
range contained in a sector of the complex plane symmetric with respect to the
real axis. This problem finds immediate application when solving equations
involving a fractional diffusion term like (−∆)α where ∆ denotes the standard
Laplacian. In this case the operator is self-adjoint.

By exploiting the existing representations of the function λ−α in terms of
contour integrals (see [1, 6]), after suitable changes of variable and quadrature
rules one typically finds rational approximations of the type

L−α ≈ Rn−1,n(L), Rn−1,n(λ) =
pn−1(λ)

qn(λ)
, pn−1 ∈ Πn−1, qn ∈ Πn,

where n is equal or closely related to the number of points of the quadrature
formula. In this work we present a comparative analysis of the most reliable
existing method based on quadrature rules, with particular attention to the
error estimate and the asymptotic rate of convergence (see e.g. [2, 3, 4, 5]).
The analysis is given in the infinite dimensional setting, so that all results can
be directly applied to the discrete case, independently of the discretization
used.
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Discretization schemes based on NonStandard Finite Differences (NSFD)
are a modification of Standard Finite Differences (SFD) schemes in which the
classical denominators ∆t and ∆x (and also the related powers, if present) are
replaced by particular scalar denominator functions satisfying certain condi-
tions. Furthermore, some terms of the SFD schemes can be approximated in
the NSFD methods with non-local representations (see, e.g., [2] and [7]). The
goal of these techniques is to improve the stability of SFD schemes built for
the solution of ordinary and partial differential equations, being also able to
preserve the positivity and the equilibrium points properties of the continuous
model.

In this talk [3], we extend the classical NSFD methodology by allowing
the use of non-scalar denominator functions, inspired by Time-Accurate and
highly-Stable Explicit operators (see [1]), also showing the connections be-
tween NSFD and exponentially fitted numerical methods (see, e.g, [4] and [6]),
thanks to which it is possible to preserve the oscillation frequency, if a-priori
known, of the exact continuous model solution. Finally, we apply the gener-
alized NSFD methodology to a vegetation linear-diffusion non-linear-reaction
model [5], showing through numerical tests the advantages of the proposed
numerical technique.
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Non-periodic spectral method for a nonlinear
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In the framework of nolocal continuum mechanics, peridynamics is a non-
local theory able to capture singularities and fractures without using partial
derivatives. We focus on a one-dimensional nonlinear model of peridynamics
and propose a spectral method based on the Fourier and Chebyshev polynomi-
als to discretize in space. The main capability of the method is that it avoids
the assumption of periodic boundary condition in the solution and can benefit
of the use of the fast Fourier transform (FFT).

This is a joint work with Luciano Lopez from Università degli Studi di Bari
Aldo Moro
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In recent years, fractional differential equations have occupied a prominent
place in modeling anomalous diffusion, i.e., transport processes where long-
range correlations between particles or anomalous long jumps of particles can
occur. Anomalous diffusion has been observed in a variety of materials, such
as porous media, biological tissues, condensed matter [6]. At the same time,
the demand of efficient numerical methods for solving diffusion differential
problems with fractional derivatives has increased enormously.

In this talk, we present a numerical method suitable to solve fractional
diffusion problems. For the time derivative we consider the Caputo derivative
since it retains many peculiar features of the classical derivative [1]. As for
the space derivative, we use the symmetric Riesz-Caputo derivative since it is
more suitable to model transport processes in which contributions from both
sides of the spatial domain have to be taken into account.

To solve the differential problem, we approximate its solution by a spline
expansion [5], whose coefficients are evaluated by a collocation method [2, 3].
Spline approximations of operator equations can be efficiently evaluated ex-
ploiting the explicit expression of both classical and fractional derivatives of
the spline basis [5, 3, 4]. We present some numerical tests to show the perfor-
mance of the proposed method.

This is a joint work with E. Pellegrino and C. Sorgentone.
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Runge-Kutta schemes for the numerical solution of
linear inhomogeneous IVPs
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Runge-Kutta methods for the numerical solution of inhomogeneous linear
initial value problems with constant coefficients [1], [2] is considered.

A general procedure to construct explicit s-stage RK methods with general
order s depending on the nodes ci, i = 1, . . . , s is presented. This procedure
only requires the solution of successive linear equations in the elements of the
matrix A and avoids the solution of non linear equations.

Finally, we present several RK schemes with number of stages s = 5, . . . , 8
and maximal order p = s for the class of problems under consideration.
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On the destabilisation linear stochastic differential
systems with non-normal drift
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In the ODEs theory, it has been wide deeply studied the effect of highly
non-normality on linear systems of ordinary differential equations with a ma-
trix of constant coefficient. In this talk, we present a particular instance of
the general problem presented by Higham and Mao in [4] of destabilising a
non-normal linear homogeneous system by a noisy term. We analytically con-
struct a mean-square destabilising perturbation when the dimension of the
system goes to infinity and the matrix of the cofficients assumes a particular
bidiagonal bidiagonal form, which represents a prototype of a strongly non-
normal case. Finally, we explore the numerical counterpart of the problem,
analyzing the corresponding behaviour of the numerical stablity matrices of
the stochastic θ-methods.
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Potentiality of the code HOFiD bvp in solving
different kind of second order bounday value
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Many applications in engineering, chemistry, physics and biology give rise
to singularly perturbed boundary value problems, also with singularity, of sec-
ond and high order. These kind of problems can be really stiff by the choice
of perturbation parameters extremely strong. The aim of this talk is to show
the numerical results obtained by using the Matlab code HOFiD bvp in solv-
ing different kind of problems, starting from singular perturbation problems
to singular problems, singular perturbation problems with a discontinuous
source term and multipoint second order boundary value problems. The code
is based on the application of the HOFiD methods [1, 2], using high order
finite difference schemes with upwind to solve this class of BVPs. Code effi-
ciency is guaranteed by implementation of the deferred corrections technique
[3] and a mesh selection strategy based on the error equidistribution [4]. For
the solution of nonlinear problems improvements on the local convergence of
Newton method is considered and a continuation strategy is also available. All
theoretical and numerical aspects, such as convergence and error estimation,
will be described to emphasize accuracy of the numerical schemes and code
potentiality.
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An interesting class of evolutionary problems is given by reaction-diffusion
PDE systems where the coupling between diffusion and nonlinear kinetics
can lead to the so-called Turing instability. In this case, a variety of spatial
patterns can be attained as stationary solutions for longtime integration. To
capture the morphological peculiarities of the Turing patterns, a very fine
space discretization may be required, limiting the use of standard (vector-
based) ODE solvers in time because of excessive computational costs.

We show that the structure of the diffusion matrix can be exploited to build
matrix-oriented (MO) versions of some classical time integrators. In particu-
lar, we consider finite differences on square domains and classical Lagrangian
FEM on x-normal domains and even on special surfaces. In the first case,
the discrete problem is then reformulated as a sequence of Sylvester matrix
equations, that we solve by the reduced approach in the associated spectral
space [1, 3]. On general domains, at each time step, multiterm Sylvester ma-
trix equations must be solved, where the additional terms account for the
geometric contribution of the domain shape. In this case, we solve the ma-
trix equations by the matrix-oriented form of the Preconditioned Conjugate
Gradient (MO-PCG) method [2].

We illustrate our findings for the reaction-diffusion DIB model describing
metal growth during battery charging processes. We apply the MO-IMEX Eu-
ler scheme for the approximation of stationary Turing patterns on rectangular
domains and cylindrical surfaces. We will show encouraging results in terms of
execution times and memory storage. For this reason, we present some initial
recent results also for the efficient approximation of oscillatory solutions, like
spiral waves and Turing-Hopf patterns, by some MO-splitting schemes.

This work is based on joint research with Maria Chiara D’Autilia, Massimo
Frittelli (Università del Salento), Fasma Diele (IAC-CNR, Bari) and Valeria
Simoncini (Università di Bologna).
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Delay equations with infinite delay (iDEs) are widely used in mathematical
biology, and, in this context, the interest is often focused on the stability of
equilibria as well as on their bifurcation analysis. But iDEs generate infinite-
dimensional dynamical systems and so some numerical methods are needed.
The pseudospectral discretization (PSD) has been successfully applied for the
numerical stability analysis of equilibria, and for the numerical bifurcation in
various contexts. Here we consider delay differential and renewal equations
with infinite delay, for which the principle of linearized stability ensures that
the stability of an equilibrium can be inferred from the eigenvalues of the in-
finitesimal generator of the linearization at the equilibrium [1]. By introducing
a general abstract framework that encompasses both types of equations, we
consider the PSD approach based on exponentially weighed polynomial inter-
polation at near-optimal Laguerre zeros. Some numerical tests illustrate the
convergence of the characteristic roots for linear iDEs and the effectiveness of
the technique for the bifurcation analysis of nonlinear equations [2, 3].

The work of RV is supported by the Italian Ministry of University and
Research (MUR) through the PRIN 2020 project (No. 2020JLWP23) ”Inte-
grated Mathematical Approaches to Socio Epidemiological Dynamics” (CUP:
E15F21005420006). FS is supported by the UKRI through the JUNIPER
modelling consortium (grant number MR/V038613/1).
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We deal with boundary value problems for systems of ordinary differential
equations with singularities. Typically, such problems have the form

z′(t) = F (t, z(t)), t ∈ (0, 1], B0z(0) +B1z(1) = β,

where limt→0 F (t, z(t)) = ∞ and limt→0 ∂F (t, z)/∂z = ∞. The analysis is
usually done for the model equation

z′(t) =
1

tα
Mz(t) + f(t, z(t)), t ∈ (0, 1], B0z(0) +B1z(1) = β,

where f(t, z) may also be in the form of g(t, z)/t with a smooth function
g(t, z). For α = 1 the problem has a singularity of the first kind, while for
α > 1 the singularity is commonly referred to as essential singularity. We
briefly recapitulate the analytical properties of the above problems with a
special focus on the most general boundary conditions which guarantee their
well-posedness.

To compute the numerical approximation for z we use polynomial collocation,
because the method retains its high convergence order even in case of singular-
ities. The usual high-order superconvergence at the mesh points does not hold
in general. However, the uniform superconvergence is preserved (up to loga-
rithmic factors). We will discuss how the collocation performs for problems
with the inhomogeneity of the form g(t, z)/t.

The updated version of the Matlab code bvpsuite1.1 with the special fo-
cus on the above problem class has been implemented. For higher efficiency,
estimate of the global error and adaptive mesh selection are provided. The
code can be applied to arbitrary order problems in implicit form. Also sys-
tems of index 1 differential-algebraic equations (DAEs) are in the scope of the
code. We illustrate the performance of the software with a special focus on
parameter-dependent problems by means of numerical simulation of models
in applications.
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We deal with discrete-time linear switched systems of the form

x(n+ 1) = Aσ(n) x(n), σ : N −→ {1, 2, . . . ,m},

where x(0) ∈ Rk, the matrix Aσ(n) ∈ Rk×k belongs to a finite family F =
{Ai}1≤i≤m and σ denotes the switching law.

It is known that the most stable switching laws are associated to the so-
called spectrum-minimizing products, that is those products P = Ai1Ai2 · · ·Aik
whose average spectral radius ρ(P )1/k equals the lower spectral radius ρ̌(F) of
the family F . For families F sharing an invariant cone K, in this talk we show
how to provide lower bounds to ρ̌(F) by a suitable adaptation of the Gelfand
limit in the framework of antinorms (Guglielmi & Z. [3]).

Then we briefly consider families of matrices F that share an invariant
multicone Kmul (Brundu & Z. [1, 2]) and mention some generalizations of the
known results on antinorms to this more general setting (Guglielmi & Z. [4]).
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S6. Numerical Linear Algebra
and Applications

This session presents new developments and techniques of Numerical Linear
Algebra (NLA), and discusses several areas in science and engineering in which
NLA are applied. Applications that will receive particular attention include
the solution of ill-posed problems, including inverse electromagnetic problems
and image restoration, as well as network analysis.

Organizers:

Michela Redivo Zaglia, University of Padua

Giuseppe Rodriguez, University of Cagliari
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The Stein-Rosenberg theorem on the convergence of the Jacobi and Gauss-
Seidel methods for solving systems of linear equations is well known. It shows
that both methods are simultaneously convergent or divergent and compares
their speeds of convergence. In this talk, we first remind it, discuss its proofs
and its history. Its proofs are based on the Perron-Frobenius theorem on the
dominant eigenvalue of a nonnegative irreducible matrix. Its genesis will also
be reminded.

Then, we give a brief account of the lives and the works of Stein and
Rosenberg, and those of Perron and Frobenius.

The material of this talk is issue from [1].
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The Alternating Direction Multipliers Method (ADMM) is a very popular
and powerful algorithm for the solution of many optimization problems. In the
recent years it has been widely used for the solution of ill-posed inverse prob-
lems. However, one of its drawback is the possibly high computational cost,
since at each iteration, it requires the solution of a large-scale least squares
problem.

In this talk we propose a computationally attractive implementation of
ADMM, with particular attention to ill-posed inverse problems. We signifi-
cantly decrease the computational cost by projecting the original large scale
problem into a low-dimensional subspace by means of Generalized Krylov Sub-
spaces (GKS). The dimension of the projection space is not an additional pa-
rameter of the method as it increases with the iterations. The construction
of GKS allows for very fast computations, regardless of the increasing size of
the problem. Several computed examples show the good performances of the
proposed method.
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he use of the Laplacian of a properly constructed graph for denoising im-
ages has attracted a lot of attention in the last years. Recently, a way to use
this instrument for image deblurring has been proposed in [1].

In this talk, we consider the `2 − `q regolarization method, 0 < q < 2,
for image reconstruction with application in computer tomography and image
deblurring [2]. Using the majorization-minimization method, we reduce to
the minimization of a quadratic functional, whose solution is approximated in
a subspace of fairly small dimension. Thanks to the projection into properly
constructed subspaces of small dimension, the proposed algorithm can be used
for solving large scale problems. Moreover, the projected problem can be
also used for estimating the regularization parameter by the generalized cross
validation or the discrepancy principle. Some numerical results compare our
proposal with total variation and sparse wavelets reconstructions.
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In this talk, structured optimisation problems of kind arg minx∈Xf(x, y)+
λg(x) are considered as general form of Tikhonov-like functionals, where f :
X × Y −→ R represents a smooth convex fidelity term between the data
y ∈ Y and the solution x ∈ X, g : X −→ R is a proper, l.s.c., (possibly non-
smooth) convex penalty term, and λ > 0 is the regularization parameter. In
our approach, X and Y are both unusual variable exponent Lebesgue spaces
Lp(·), that is, Lebesgue spaces where the exponent is not a constant value, but
rather a function of the position of the domain [2, 3]. Due to their intrinsic
space-variant geometrical properties, such Banach spaces can be naturally used
for defining adaptive algorithms for the solution of ill-posed inverse problems.

For this purpose, we propose a proximal gradient algorithm in the (dual
space of) Lp(·), where the proximal step is defined in terms of the modular
function

ρp(·)(x) :=

∫
Ω

1

p(t)
|x(t)|p(t)dt,

which, thanks to its separability, allows for an efficient computation of the
algorithmic forward-backward type iteration

xk+1 = arg minx∈Lp(·)ρp(·)(x− x
k) + λk〈∇f(xk), x〉+ λkg(x).

Convergence in function values is proved, with convergence rates depending on
problem/space smoothness [5]. To show the effectiveness of the proposed mod-
elling, some numerical tests highlighting the flexibility of the space Lp(·) are
shown for exemplar signal and image deconvolution with mixed noise removal
problems [5, 1, 4].
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A matrix C ∈ Rn×n is Cauchy if its entries Cij have the form

Cij =
1

xi − yj
, i, j = 1, . . . , n,

where xi, yj for i, j = 1, . . . , n are mutually distinct real numbers. Besides
to their pervasive occurrence in computations with rational functions, Cauchy
matrices play an important role in deriving algebraic and computational prop-
erties of many relevant structured matrix classes [1]. Indeed, they occur as
fundamental blocks (together with trigonometric transforms) in decomposi-
tion formulas and fast solvers for Toeplitz, Hankel, and related matrices, see
e.g., [2].

The main result of this contribution is to provide a complete description
of the set of orthogonal Cauchy-like matrices, that is, the orthogonal matrices
K ∈ Rn×n with entries

Kij =
aibj

xi − yj
, i, j = 1, . . . , n.

Interest in these matrices arises from the paper [3], where orthogonal ma-
trices obtained by scaling rows and columns of Cauchy matrices are needed
in the design of allpass filters for signal processing purposes. We illustrate
their relationships with secular equations, the diagonalisation of symmetric
quasiseparable matrices and the construction of orthogonal rational functions
with free poles. Moreover, we characterize matrix families that are simultane-
ously diagonalized by orthogonal Cauchy-like matrices.
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This talk deals with the numerical solution of Fredholm integral equations
of the second kind,

f(y) +

∫
D
k(x, y)f(x)dµ(x) = g(y), y ∈ D,

where the kernel k and right-hand side function g are given, the function f is
to be determined, and dµ(x) is a nonnegative measure supported on a bounded
or unbounded domain D ⊂ R.

Several iterative methods based on averaged Gauss quadrature formulae
[2, 3] are proposed for the computation of Nyström interplants and numerical
tests are given to show the performance of such methods.
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The computation of n-point Gaussian quadrature rules for symmetric weight
functions is considered in this talk [1, 2]. It is shown that the nodes and the
weights of the Gaussian quadrature rule can be retrieved from the singular
value decomposition of a bidiagonal matrix of size n/2. The proposed numer-
ical method allows to compute the nodes with high relative accuracy and a
computational complexity of O(n2). We also describe an algorithm for com-
puting the weights of a generic Gaussian quadrature rule with high relative
accuracy.

Numerical examples show the effectiveness of the proposed approach.
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Consider the computation of all the finite eigenvalues of a linear matrix
pencil zB−A ∈ Cm×n, z ∈ C, A, B ∈ Cm×n in a given simply connected open
set Ω ⊂ C

Ax = λBx, x ∈ Cn \ {0}, λ ∈ Ω (7)

and the corresponding eigenvectors. In a class of eigensolvers, such as the
Sakurai–Sugiura method [4] and the FEAST algorithm [3], a complex moment
consisting of a resolvent filters out undesired eigencomponents and extracts the
desired ones in a pseudo-random matrix. Thus, methods of this kind project
a regular matrix pencil onto the eigenspace associated with eigenvalues in a
prescribed region and give the eigenvalues and the corresponding eigenvectors
of a regular matrix pencil. This study extends a projection method for regular
eigenproblems [5, 1] to the singular nonsquare case [2]. The extended method
involves complex moments given by the contour integrals of generalized resol-
vents associated with nonsquare matrices. We establish conditions such that
the method gives all finite eigenvalues in a prescribed region in the complex
plane. In numerical computations, the contour integral is approximated by a
numerical quadrature, similarly to the regular case. Each quadrature point
gives a least squares problem to solve, and it can be solved independently.
The primary cost lies in the solutions of linear least squares problems that
arise from quadrature points, and they can be readily parallelized in practice.
Numerical experiments on large matrix pencils illustrate this method. The
new method is more robust and efficient than previous methods, and based
on experimental results, it is conjectured to be more efficient in parallelized
settings.
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Modeling complex systems that consist of different types of objects leads
to multilayer networks, where nodes in the different layers represent different
kind of objects. Nodes are connected by edges, which have positive weights.
De Domenico et al. [2] describe how multilayer networks with a set of N nodes
and L layers can be represented by a supra-adjacency matrix B ∈ RNL×NL.
It is the purpose of this talk to carry out an investigation that focuses on the
sensitivity of the network communicability (see, e.g., [1], [3]) to perturbations
in the multilayer network, by studying the sensitivity of the Perron root of B.

In case of layer-coupled multiplex networks, in which nodes in different
layers are identified with each other, one has

B = diag[A(1), A(2), . . . , A(L)] + 1L1
T
L ⊗ IN − INL,

where A(`) ∈ RN×N , with ` = 1, 2, . . . , L, is the non-negative adjacency matrix
associated with the graph for the `th layer. Here, 1L ∈ RL denotes the vector
of all entries one and ⊗ the Kronecker product. Such particular structure of
the supra-adjacency matrices associated with multiplexes is exploited in the
relevant structured eigenvalue sensitivity analysis; see [4]. Finally, as in [5],
the network analysis we carry out sheds light on which edge weights to make
larger to increase the communicability of the network, and which edge weights
can be made smaller or set to zero without affecting the communicability
significantly.
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In this work, we will describe a regularized Gauss–Newton method for the
computation of the minimal-norm solution to underdetermined nonlinear least-
squares problems [1, 2]. The approximate solution of the iterative method
is obtained from that of Gauss–Newton by adding a correction vector, and
depends on two relaxation parameters which are automatically estimated. We
will focus on medium and large scale problems. In this case, the iterative
method projects each linearized step in a suitable Krylov space. Numerical
experiments concerning imaging science will be presented to illustrate the
performance of the method.

References

[1] F. Pes, G. Rodriguez, The minimal-norm Gauss-Newton method and
some of its regularized variants, Electron. Trans. Numer. Anal., 53 (2020),
pp. 459–480.

[2] F. Pes, G. Rodriguez, A doubly relaxed minimal-norm Gauss–Newton
method for underdetermined nonlinear least-squares problems, Appl. Nu-
mer. Math., 171 (2022), pp. 233–248.

143



A New Method for the Construction of Schur
Stable Matrix Families

Güner Topcua, Kemal Aydına

a Department of Mathematics, Selcuk University (Turkey)

guner.ozturk@selcuk.edu.tr, kaydin@selcuk.edu.tr

This study is concerned with the construction of some Schur stable matri-
ces families consisting of linear and convex combinations of matrices A ∈ SN
and B ∈ MN (C), where SN = {A ∈MN (C) | |λi (A)| < 1} and MN (C) =
{A | N ×N, aij ∈ C}. It is well known that, according to Lyapunov’s theo-
rem, a necessary and sufficient condition for the matrix A to be Schur stable
is that the Lyapunov matrix equation A∗HA − H + I = 0 has a Hermitian
and positive definite solution H [4]. On the other hand, the parameter ω
which indicates the Schur stability and the quality of the matrices, is defined
as ω(A) = ‖H‖ ≥ 1. If ω(A) < ∞ then A is Schur stable, otherwise it is
not [1, 3, 4]. Given a specified parameter ω∗ (> 1), if ω(A) ≤ ω∗ then the
matrix A is ω∗-Schur stable. In this talk, matrix families A1 and A2 will
be introduced by linear and convex combinations of matrices A ∈ SN and
B ∈ MN (C), respectively. In addition, some theorems and results about the
Schur stability of these families will be given. A new method based on the
Schur stability parameter and the continuity theorems, which indicates the
sensitivity of the Schur stability, will also be described [2, 5]. According to
this method, intervals R1 and R2 are obtained, which guarantee the Schur
stability and ω∗-Schur stability of the matrix families A1 and A2, respectively.
Finally, illustrative examples related to the subject will be given.
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Orthogonal polynomials are an important tool to approximate functions.
Orthogonal rational functions provide a powerful alternative if the function of
interest is not well approximated by polynomials.
Polynomials orthogonal with respect to certain discrete inner products can
be constructed by applying the Lanczos or Arnoldi iteration to appropriately
chosen diagonal matrix and vector. This can be viewed as a matrix ver-
sion of the Stieltjes procedure. The generated nested orthonormal basis can
be interpreted as a sequence of orthogonal polynomials. The corresponding
Hessenberg matrix, containing the recurrence coefficients, also represents the
sequence of orthogonal polynomials.
Alternatively, this Hessenberg matrix can be generated by an updating pro-
cedure. The goal of this procedure is to enforce Hessenberg structure onto a
matrix which shares its eigenvalues with the given diagonal matrix and the
first entries of its eigenvectors must correspond to the elements of the given
vector. Plane rotations are used to introduce the elements of the given vector
one by one and to enforce Hessenberg structure.
The updating procedure is stable thanks to the use of unitary similarity trans-
formations. In this talk rational generalizations of the Lanczos and Arnoldi
iterations are discussed. These iterations generate nested orthonormal bases
which can be interpreted as a sequence of orthogonal rational functions with
prescribed poles. A matrix pencil of Hessenberg structure underlies these iter-
ations. We show that this Hessenberg pencil can also be used to represent the
orthogonal rational function sequence and we propose an updating procedure
for this case. The proposed procedure applies unitary similarity transforma-
tions and its numerical stability is illustrated.
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Reflection positive representations and Hankel
operators in the multiplicity free case

Maria Stella Adamo

University of Tokyo (Japan)

In joint work with K.-H. Neeb and J. Schober, we studied reflection positive
representations by using positive Hankel operators. In this talk, we will discuss
our new approach, mainly in the case of the integers and the real line. We
showed that for these groups positive Henkel representations produce reflection
positive representations in the regular multiplicity free case.

148



Representation of Operators Using Fusion Frames

Peter Balazsa, Mitra Shamsabadia, Ali Akbar Arefijamaalb, Gilles
Chardonc

a Acoustics Research Institute, Austrian Academy of Sciences (Austria)
b Hakim Sabzevari University (Iran)
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To solve operator equations numerically, matrix representations are used
employing bases [4] or more recently frames[2]. For finding the numerical
solution of operator equations [5] a decomposition in subspaces is needed in
many applications. To combine those two approaches, it is necessary to extend
the known method of matrix representation to the utilization of fusion frames
[1].

We investigate this representation of operators on a separable Hilbert space
with Bessel fusion sequences, fusion frames and Riesz decompositions [3]. Let
{Wi}i∈I be a family of closed subspaces of H and {wi}i∈I be a family of
weights, i.e. wi > 0, i ∈ I. The sequence W = (Wi, wi) is called a fusion frame
for H if there exist constants 0 < AW ≤ BW <∞ such that

AW ‖f‖2 ≤
∑
i∈I

w2
i ‖πWif‖2 ≤ BW ‖f‖2, (f ∈ H).

For two fusion frames W and V we define a matrix representation not only
in a canonical but also in an alternate way - taking the particular property of
the duality of fusion frames into account.

We will give the basic definitions and show some structural results, like
that the functions assigning the alternate representation to an operator is an
algebra homomorphism. We give formulas for pseudo-inverses and the inverses
(if existing) of such matrix representations. We apply this idea to Schatten-
class operators. Consequently, we show that tensor products of fusion frames
are frames in the space of Hilbert-Schmidt operators.

We show how this can be used for the solution of operator equations and
link our approach to the additive Schwarz algorithm. We provide small proof-
of-concept numerical experiments. Finally we show the application of this
concept to overlapped convolution and the non-standard wavelet representa-
tion.
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Do properties of frame-related sequences spread in
a scale of Hilbert spaces?

Giorgia Bellomonte
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Frames have been introduced and studied as a powerful alternative to
Hilbert space bases and they allow a deep theory. Also, they are very impor-
tant for applications e.g. in signal analysis and in physics. There exist many
notions of frame-related sequences, generalizing the notion of basis in Hilbert
space. Both in mathematics and physics it is natural to consider a full scale
of spaces, and not only a single one. Then a question arises: do properties
of frame-related sequences in a space of a scale of Hilbert spaces, such as ei-
ther completeness or the property of being a (semi-)frame, spread in a scale of
Hilbert spaces? It has been found [1] that the answer is not always affirmative.
Sometimes it is either affirmative, as for completeness, or partially affirmative,
as for the property of being a lower (upper) semi-frame which is kept in larger
(smaller) spaces of the scale, or negative, as the property of being a frame: a
sequence cannot be a frame for both two different Hilbert spaces of a certain
scale of Hilbert spaces.

Joint work with: Peter Balazs and Hessam Hosseinnezhad
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A Paley-Wiener theorem is a characterization, by relating support to growth,
of the image of a space of functions or distributions under a transform of
Fourier type. This relation comes in terms of a compact and convex set in
which the support of the function or distribution is included. In fact, the
growth of f̂ on Cd enables to retrieve the convex hull of the support of f ,
but no more precise information can be obtained from it. In the last years,
a new type of results called “real Paley-Wiener type theorems” has received
much attention. The idea is to try to bypass this theoretical obstruction for
the classical Paley-Wiener theorems to “look inside” the convex hull of the
support. The word “real” expresses that information about the support of f
comes from growth rates associated to the function f̂ on Rd rather than on Cd
as in the classical “complex Paley-Wiener theorems”. This theory was initi-
ated by Bang, and here we follow the approach of Andersen and Andersen-De
Jeu, facing the problem from the opposite point of view: starting by a rapidly
decreasing function f we try to get information on the support of f̂ , which
could be non-compact or even non-convex.

In particular, in [4] we work in the space Sω(Rd) of rapidly decreasing
ultradifferentiable functions for a weight ω (if ω(t) = log(1 + t) then Sω is
the classical Schwartz space S) and obtain the radius Rf̂ of the support of

f̂ (which may be also +∞) in terms of the derivatives of f or the Wigner
transform of f :

Rf̂ = lim
n→+∞

(
max
|α|=n

∥∥∥∥eλω( x
|α|+1

)
f (α)(x)

∥∥∥∥
Lp

)1/n

, ∀λ ≥ 0, 1 ≤ p ≤ +∞,

or Rf̂ = lim
n→+∞

‖|ξ|n∞Wig f(x, ξ)‖1/nLp,q , 1 ≤ p, q ≤ +∞,

where |ξ|∞ = max1≤j≤d |ξj |, and for the support of f :

Rf = lim
n→+∞

‖|x|n∞Wig f(x, ξ)‖1/nLp,q , 1 ≤ p, q ≤ +∞.
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A Gabor system G(g, a, b) is a sequence of the type {ghk = e2πi bk·xg(x −
ah)}h,k∈Zd , with g measurable function on Rd, a, b > 0.

G(g, a, b) is said to be a frame in L2(Rd) if A‖f‖2L2 ≤
∑

h,k∈Zd |(f, gh,k)|2 ≤
B‖f‖2L2 , for some A,B > 0 and any f ∈ L2(Rd). Gabor frames play an
important role in signal processes.

A wide literature is devoted in finding conditions on the window g and the
lattice parameters a, b > 0, which allow the corresponding Gabor system to
be a frame in L2(Rd) so that the Gabor operator Sg,gf =

∑
h,k∈Zd(f, ghk)ghk

is invertible in L(L2) and a reconstruction formula f =
∑

h,k∈Zd(f, ghk)γh,h is

available, with γ = S−1
g,gg. To this respect the very basic assumption is that a

and b are ”small enough”.
In this talk we introduce results of continuity and invertibility in Lp(Rd) for

pseudodifferential operators with symbols σ(x, ξ) periodic in both the variable,
which allow us to obtain sufficient conditions for the invertibility of Sg,g.
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Quantum Operations on Conformal Nets

Luca Giorgetti

University of Rome ”Tor Vergata” (Italy)

Conformal Field Theories (CFT) in 1 or 1+1 spacetime dimensions admit
several “axiomatic” (i.e. mathematically rigorous and model independent)
formulations. In these axiomatic schemes one can ask the questions: given a
theory A, how many and which are the possible extensions B¿A or subtheories
B¡A of A? What are their properties? Answers to these questions may lead
to new models and to classification results. Extensions are typically described
in the language of tensor categories, while subtheories require different ideas
and methods. In the talk, I will report on our analysis of subtheories in the
Operator Algebraic formulation. We make use of families of unital completely
positive (UCP) maps acting on the CFT. These maps generalize the ordinary
automorphisms of the CFT, they are compact in the pointwise ultraweak oper-
ator topology, and in some cases they can be identified with the convex space
of positive probability Radon measures on a compact hypergroup (a classical
generalization of a compact group, canonically associated with the inclusion
B¡A). In general, they suffice to describe all the possible conformal inclusions
B¡A.

Based on https://arxiv.org/abs/2204.14105 Joint work with M. Bischoff
and S. Del Vecchio Supported by EU H2020 MSCA-IF beyondRCFT grant
n. 795151, and by MIUR Excellence Department Project awarded to the
Department of Mathematics of the University of Rome Tor Vergata, CUP
E83C18000100006

156



Semi-Fredholm operators on self-dual Hilbert
W*-modules

Stefan Ivkovic

Mathematical institute of the Serbian Academy of Sciences and Arts (Serbia)

We consider semi-C*-Fredholm operators on self-dual Hilbert modules over
a W*-algebra. We prove that the index of W*-Fredholm operators is well de-
fined, and we characterize almost invertible C*-operators on self-dual Hilbert
W*-modules in terms of C*-Browder decompositions. Moreover, we show that
the set of semi-C*-Fredholm and the set of semi-C*-Weyl operators on self-
dual Hilbert W*-modules form a semigroup under the multiplication and that
the set of proper semi-C*-Weyl operators on self-dual Hilbert W*-modules is
open in the norm topology. Finally, we illustrate by examples how the proofs
of these results can be used to extend some results from the classical operator
theory on Hilbert spaces.
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Regularity of global solutions of PDE via
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We present some results, contained in [3], on regularity of linear partial
differential operators with polynomial coefficients in non isotropic ultradiffer-
entiable classes. The problem of regularity was first introduced by Shubin in
the frame of Schwartz functions and tempered distributions; a linear operator
A : S ′ → S ′ is said to be regular if the conditions u ∈ S ′, Au ∈ S imply that
u ∈ S. Shubin formulates an hypoellipticity condition (in his global pseudod-
ifferential calculus), that is sufficient to have regularity of the correponding
operator. On the other hand, such hypoellipticity is far to be necessary, as
there are several examples of operators which are not hypoelliptic but are
regular (such as the Twisted Laplacian). The problem of characterizing regu-
larity for classes of operators is quite hard. Even in very particular cases (as
for ordinary differential operators with polynomial coeffcients) necessary and
sufficient conditions for regularity are not known. Various results have been
obtained in this field, showing classes of Partial Differential Operators that are
regular, both in the classical sense and in scales of ultradifferentiable spaces,
cf. [1, 2, 4, 5].

In this work we study regularity of partial differential equations with poly-
nomial coefficients in non isotropic Beurling spaces of ultradifferentiable func-
tions of global type. We study the action of transformations of Gabor and
Wigner type in such spaces and we prove that a suitable representation of
Wigner type allows to prove regularity for classes of operators that do not
have classical hypoellipticity properties.
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On the Arens-Michael decomposition of CV(0)(X,A)
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The Arens-Michael decomposition has been a powerful tool to study com-
plete m-convex algebras and their applications. If X is a completely regular
Hausdorff space, V a Nachbin family on X and A a locally convex algebra, let
CV(0)(X,A) be the function algebra of all weighted vector-valued continuous
functions with the topology given by the uniform seminorms induced by V .
In this talk we study the Arens-Michael decomposition of this algebra when
it is complete and m-convex, and relate it to another projective limit given in
terms of the factors of the decomposition of A.
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Spectral wavelet packets frames for signals on finite
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Classical transforms, as Fourier, wavelet, wavelet packets and time-frequen-
cy dictionaries have been generalized to functions defined on finite, undirected
graphs, where the connections between vertices are encoded by the Laplacian
matrix. The main goal is to obtain atoms which are jointly localized both in
the vertex domain (the analogue of the time domain for signals on the real
line) and the graph spectral domain (the analogue of the frequency domain).

Despite working in a finite and discrete environment, many problems arise
in applications where the graph is very large, as it is not possible to determine
all the eigenvectors of the Laplacian explicitly. For example, in the case of
our interest: a voxel-wise brain graph G with 900760 nodes (representing the
brain voxels), and signals given by the fRMI (functional magnetic resonance
imaging).

We present a new method to generate frames of wavelet packets defined in
the graph spectral domain to represent signals on finite graphs.

Joint work with Iulia Martina Bulai.
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Scaling limits of lattice quantum fields by wavelets

Yoh Tanimoto

University of Rome ”Tor Vergata” (Italy)

We present a renormalization group scheme for lattice quantum field theo-
ries in terms of operator algebras. The renormalization group is considered as
an inductive system of scaling maps between lattice field algebras, and lattice
fields are identified with the continuum field smeared with Daubechies’ scaling
functions. We show that the inductive limit of free lattice ground states exists
and extends to the vacuum state on the continuum field.
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Riesz-Fisher maps, Semiframes and Frames
in rigged Hilbert spaces
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Given a Hilbert space H, a sequence of vectors {fn} in H is a frame if there
exists A,B > 0 such that :

A‖f‖2 ≤
∞∑
k=1

|〈f |fn〉|2 ≤ B‖f‖2, ∀f ∈ H.

As known, frames are generalizations of orthonormal bases, and their versatil-
ity is the motivation of the crescent importance in applications (signal analysis,
image processing...) and in various areas of pure mathematics (time-frequence
analisis, sampling theory, ...). However, this framework in Hilbert space does
not include the case of generalized eigenvectors {ωx}x∈X (i.e. eigenvectors of
an essetially self-adjoint operator A on D ⊂ H, x varies in some measure space
X) that does not belongs to H, but that can be viewed as distributions.That
is the case of eigenvectors of continuous spectrum in QM.This motivates the
extension of frames and bases to a rigged Hilbert space, that is the triplet:

D ⊂ H ⊂ D×

where D is a locally convex space continuously embedded in H and D× the
conjugate dual of D.
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S8. Operators in Function
Spaces: convergence properties

and applications

The proposed session focuses on the properties of families of operators in func-
tion spaces, in particular (but not limited to) convolution integral operators,
linear or non linear Urysohn type operators, discrete operators like sampling
series and their generalizations. The aim is to point to the state of current
researches concerning convergence properties and their concrete applications
(for example to signal analysis and image reconstruction).

Organizers:

Carlo Bardaro, University of Perugia

Ilaria Mantellini, University of Perugia
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We establish a direct and a matching two-term strong converse inequality
in terms of moduli of smoothness for the rate of the simultaneous approxima-
tion of generalized sampling series and their Kantorovich modification in the
Lp, 1 ≤ p < ∞, and uniform norm on R. They yield the saturation property
and class of this approximation operator.
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Verlag, Basel, 1971.

[4] D. Costarelli, G. Vinti, Inverse results of approximation and the satura-
tion order for the sampling Kantorovich series, J. Approx. Theory, 242
(2019), pp. 64–82.

[5] Z. Ditzian, K. G. Ivanov, Strong converse inequalities, J. Anal. Math., 61
(1993), pp. 61–111.

166



Weighted Approximation for the Families of
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In this work, we present an extension of approximation behaviours of gen-
eralized sampling series and the convergence of so-called sampling Kantorovich
operators for functions in weighted spaces. In the first frame we prove a point
wise and uniform convergence for the operators. And a rate of convergence by
means of weighted modulus of continuity is established, a Voronovskaja type
theorem is also obtained. In the second frame we prove quantitative estimates
for the rate of convergence of the above mentioned operators. Lastly, point-
wise convergence results in quantitative form by means of Voronovskaja type
theorems have been given for both operators.
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Convolution operators in spaces of almost periodic
functions and applications

Dariusz Bugajewski
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The theory of almost periodic functions initiated by Bohr nearly a hundred
years ago has been widely developed. In particular, it is connected with the
fact that such functions have applications in many areas. Let us indicate
that almost periodic patterns, which correspond to almost periodic measures,
describe the structure of quasicrystals. There are many various classes of
almost periodic functions. In this talk we are going to focus mainly on almost
periodic functions in view of the Lebesgue measure (briefly µ-a.p. functions).
Let us emphasize that µ-a.p. functions possess more complex nature than
classical Stepanov almost periodic functions.

In this talk we are going to present some properties of µ-a.p. functions with
a particular emphasis on their behavior under convolution. As applications
of our results we will present a theorem concerning µ-a.p. solutions to linear
differential equations of the first order.

Finally, we will focus on convolutions of some particular µ-a.p. functions
with some restrictions of exponential functions. We will discuss some topolog-
ical as well as set-theoretical properties connected with those convolutions.

The results presented in this talk come from the papers [2] and [3]. More-
over, we refer the reader interested in basic properties of almost periodic func-
tions and some of their perturbation (in particular, in those connected with
the convolution) to the recently published monograph [1].
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Approximation properties of the sampling
Kantorovich operators: regularization, saturation,

inverse results and Favard classes in Lp-spaces
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In the present talk, a characterization of the Favard classes for the sampling
Kantorovich operators based upon bandlimited kernels has been discussed
([1]).

In order to achieve the above result, a wide preliminary study has been
necessary. First, suitable high order asymptotic type theorems in Lp-setting,
1 ≤ p ≤ +∞, have been proved. Then, the regularization properties of the
sampling Kantorovich operators have been investigated. Further, for the or-
der of approximation of the sampling Kantorovich operators, quantitative esti-
mates based on the Lp modulus of smoothness of order r have been established.
As a consequence, the qualitative order of approximation is also derived as-
suming f in suitable Lipschitz and generalized Lipschitz classes. Finally, an
inverse theorem of approximation has been stated, together with a saturation
result, allowing to obtain the desired characterization.
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Discretization in Generalized Function Spaces
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The operation “discretization” usually means that functions are mapped
to sequences of real or complex numbers. These sequences can moreover be
finite or infinite. It is clear, “discretization” cannot be applied to all kinds of
functions and it stands outside of two different kinds of spaces, function spaces
and sequence spaces. Furthermore, four different Fourier transforms are in-
volved, the integral Fourier transform for integrable (non-periodic) functions
and the finite Fourier transform for periodic (locally integrable) functions, on
one hand, and the Discrete-Time Fourier Transform (DTFT) and the Discrete
Fourier Transform (DFT) for infinite and finite sequences, on the other hand
[1]. However, “discretization” can be treated in Schwartz’ generalized function
spaces [2], such as the space of tempered distributions, where it is an operation
that maps tempered distributions onto tempered distributions and its Fourier
transform is the Fourier transform on tempered distributions. Recently it has
been shown that this Fourier transform reduces to the four, usually defined
Fourier transforms [3]. The setting of tempered distributions moreover al-
lows to show that discretization and periodization are Fourier transforms of
one another and their inverses, regularization and localization, form another
Fourier transform pair [4]. A generalization of this concept is to understand
discretization, periodization, regularization and localization as a family of four
operations whose members are related to one another by three kinds of reci-
procity, (i) reciprocity with respect to multiplication, (ii) reciprocity between
multiplication and convolution and (iii) reciprocity with respect to convolu-
tion. Another important family is integration, differentiation, Fourier-domain
integration and Fourier-domain differentiation. The former is Woodward’s op-
erational calculus [5, 6] and the latter is Heaviside’s operational calculus [7].
Both are intensively used today in electrical engineering.
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[2] L. Schwartz, Théorie des Distributions, Hermann, Paris, France, Tome
I-II, 1950-51.

[3] J.V. Fischer, Four Particular Cases of the Fourier Transform, Mathe-
matics, 6, 2018.

[4] J.V. Fischer, R.L. Stens, On the Reversibility of Discretization, Mathe-
matics, 8, 2020.

170



[5] Philipp M. Woodward, Probability and Information Theory, with Appli-
cations to Radar, Pergamon Press, 1953.

[6] D. Brandwood, Fourier Transforms in Radar and Signal Proc., Artech
House, 2003.

[7] Balth. van der Pol and H. Bemmer, Operational Calculus, Based on the
two-sided Laplace Integral. Second Edition Reprinted, Cambridge Univer-
sity Press, 1959.

171
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Grafakos and Sansing have shown how to obtain directionally sensitive
time-frequency decompositions in L2(Rn) based on Gabor systems in L2(R);
the key tool is the “ridge idea,” which lifts a function of one variable to a
function of several variables [1]. We generalize their result by showing that
similar results hold starting with general frames for L2((R), both in the setting
of discrete frames and continuous frames. This allows to apply the theory
for several other classes of frames, e.g., wavelet frames and shift-invariant
systems. We will consider applications to the Meyer wavelet and complex
B-splines. In the special case of wavelet systems we show how to discretize
the representations using ε-nets [2]. We will close with a short discussion of
partial ridges [3].

This is joint work with Peter Massopust (TU München), Ole Christensen
(DTU Lyngby) and Florian Heinrich (University of Passau).
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Nonlinear composition operators in Grand
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Let Ω be an open subset of Rn of finite measure. Let f be a Borel mea-
surable function from R to R. We prove necessary and sufficient conditions
on f in order that the composite function Tf [g] = f ◦ g belongs to the Grand
Lebesgue space Lp),θ(Ω) whenever g belongs to Lp),θ(Ω).

We also study continuity, uniform continuity, Hölder and Lipschitz conti-
nuity of the composition operator Tf in Lp),θ(Ω).
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In this talk we discuss approximation formulas for the fractional Laplacian
(−∆)α/2, 0 < α < 2, in the framework of the method approximate approxi-
mations. The fractional Laplacian appears in different fields of mathematics
(PDE, harmonic analysis, semi- group theory, probabilistic theory) as well as
in many applications (optimization, finance, materials science, water waves).
If we introduce the convolution

Nα(f)(x) = cn,α

∫
Rn

f(y)

|x− y|n−2+α
dy, cn,α =

2α−2

πn/2
Γ(n−2+α

2 )

Γ(2−α
2 )

, (8)

then the fractional Laplacian can be represented as the ordinary Laplacian of
the volume potential Nαf ,

(−∆)α/2f(x) = −∆Nα(f)(x) . (9)

We propose a method of an arbitrary high order for the approximation of Nαf
and (−∆)α/2f , n ≥ 3, which is based on the approximation of the function
f via the basis functions introduced by approximate approximations (cf. [2]),
which are product of Gaussians and special polynomials. Then the n-dimen-
sional integral (8) applied to the basis functions is represented by means of a
one-dimensional integral where the integrand has a separated representation,
i.e., it is a product of functions depending only on one of the variables.

This construction enables to obtain one-dimensional integral representa-
tions with separated integrand also for the fractional Laplacian (9), when
applied to the basis functions. An accurate quadrature rule and a separated
representation of the density f provide a separated representation for Nαf and
(−∆)α/2f . Thus, only one-dimensional operations are used and the resulting
approximation procedure is fast and effective also in high-dimensional cases,
and provides approximations of high order, up to a small saturation error.
We prove error estimates and report on numerical results illustrating that our
formulas are accurate and provide the predicted convergence rate 2, 4, 6, 8 (cf.
[1]).
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Convergence of norms and singular values of
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We consider sequences of matrices that generalize finite sections of Toeplitz
operators. Using C*-algebras and limit operators techniques we obtain results
that give the convergence of the norms and the convergence of singular values.
Connections with Neural Networks will also be mentioned (ongoing research).

Part of the talk is based on joint work with B. Silbermann, [1].
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In this talk we present a perturbation of a closed form by a weakly contin-
uous form. The perturbation leads to a new semigroup whose difference with
the given semigroup consists of compact operators. We apply the results to
elliptic operators on the Hardy space and generalise a class of quasicontractive
semigroups acting on Hardy and weighted Hardy spaces [1].

References

[1] W. Arendt, I. Chalendar, B. Moletsane, Perturbation by Weakly Contin-
uous Forms and semigroups on Hardy space, Journal of Operator Theory,
86 (2) (2021), pp. 331–354.

176



Quantitative estimates for nonlinear sampling
Kantorovich operators in functional spaces
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In real world applications, signals can be suitably reconstructed by nonlin-
ear procedures; this justifies the study of nonlinear approximation operators.
A wide literature can be found in [5, 1, 6, 4, 2, 3].
Herein, we present some quantitative estimates for the nonlinear sampling
Kantorovich operators in the multivariate setting using the modulus of smooth-
ness of Lϕ(Rn). As a consequence, the qualitative order of convergence can
be obtained, in case of functions belonging to suitable Lipschitz classes. The
general frame of Orlicz spaces allows us to deduce the corresponding estimates
in several instances of well-known and useful spaces, as Lp-spaces, Zygmund
spaces and exponential spaces. Moreover, in the particular case of Lp-spaces,
we also obtain a direct estimate that is sharper than that one achieved in
the general case of Orlicz spaces, thanks to the properties of the modulus of
smoothness in Lp.
Several examples of nonlinear multivariate sampling Kantorovich operators,
by using some special kernels, are provided.
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Sampling-type operators have been introduced in order to give an approx-
imate version of the celebrated classical sampling theorem. Here, we have
studied the Durrmeyer-Sampling type operators (DSO) [3] (see also [6, 2]),
which represent a further generalization of the well-known Generalized and
Kantorovich-Sampling operators [1, 5].
The talk is devoted to show some recent approximation results for DSO in the
multidimensional frame, based mainly on the study of a modular convergence
theorem in the general setting of Orlicz spaces [4]. This result implies also the
convergence in remarkable particular cases, such as in Lp-spaces, Zygmund
spaces and exponential spaces. Including also the case of not necessarily con-
tinuous functions, the above results turn out to be particularly useful in the
applications, where most of the real world signals (such as digital images) are
not represented mathematically by continuous functions.
For the sake of completeness of the theory, we have also provided a pointwise
and uniform convergence theorem and some quantitative estimates.
Finally, several examples for different types of kernels will be discussed.
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Derivative plane sampling and weighted differential
operator
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The Whittaker–type derivative plane sampling reconstruction formula was
established about three decades ago by J. R. Higgins in [1]. The speaker
confirmed Higgins’ result by another method and extended it for the stochastic
processes class Lα(Ω,F,P); 0 ≤ α ≤ 2 in the α–mean and almost sure sense,
when the input processes possess spectral representation. Here the (p, q)–
order weighted differential operator’s Whittaker–Higgins type reconstruction
formula is established for entire functions coming from Leont’ev functions
space [2, πψ/2], ψ > 0, applying the circular truncation error’s upper bound,
which vanishes with exponential rate. Special cases are also presented.

Keywords: (p, q)–order weighted differential operator; Leont’ev spaces of
entire functions; circular truncation error; derivative sampling; truncation er-
ror upper bounds; Weierstraß sigma–function; Whittaker–type plane sampling
reconstruction.
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It is well known that a locally uniformly convergent sequence of contin-
uous functions always has a continuous limit function, whereas a pointwise
convergent sequence of continuous functions may have a discontinuous limit.

This raises the question what additional assumption on top of pointwise
convergence can be made in order to guarantee that the limit function of
a sequence of continuous functions is always continuous. The first one who
solved this problem was Arzelá in 1883, who introduced the notion of quasi
uniform convergence.

In this talk we investigate - in addition to pointwise and locally uniform
convergence - three further types of convergence in metric spaces, namely
quasi uniform, semi uniform and continuously uniform convergence. We give
criteria under which a sequence converges in one of these types and keep our
eyes on those which preserve continuity.

In addition, we point out that several types of convergence can be used to
characterize compactness.

As an application we use some of the theoretical results to the discussion of
(autonomous) composition operators in the space BV of real-valued functions
of bounded variation. There are known criteria guaranteeing that these oper-
ators map BV into itself. However, pointwise continuity of these operators is
a delicate problem with an interesting history.

We present criteria under which sequences of composition operators con-
verge locally uniformly and semi uniformly in the space BV. Moreover, we
sketch a new and short proof of the pointwise continuity of such operators
using semi uniform convergence.

Apart from recalling known and discussing new results we put a particular
emphasis on examples and counter examples.
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Among sampling-type operators, the Sampling Kantorovich operator rep-
resents a useful tool for dealing with discontinuous functions [2]. Its muldimen-
sional version has been implemented and allows not only to reconstruct, but
also to enhance the resolution of images, as it acts boths as a low-pass filter
and as a magnifier, increasing spatial resolution of images [4]. Indeed, Sam-
pling Kantorovich algorithm has been used, with satisfactory results, to both
biomedical and engineering fields [1, 3].
The talk is focused on some recent results, which consist in the use of different
algorithms, including Sampling Kantorovich algorithm, to process magnetic
resonance images for the identification of biomarkers for Alzheimer’s disease.
The quality of reconstruction is evalueted, comparing the volumetric values
of the images processed with the various algorithms, with the ground truth
values, considered as reference. Moreover, the stereological Cavalieri\Point
counting technique is used to infer volumetric data, starting from the knowl-
edge of the planar sections.
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The present talk deals with weighted approximation of bivariate gener-
alized sampling series. We present pointwise convergence of the series at
continuity points of target functions and uniform convergence for weighted
uniformly continuous functions. A rate of convergence for the series is also
presented via bivariate weighted modulus of continuity and a Voronovskaja
theorem for differentiable functions is obtained as well.
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Hardy spaces with variable exponents and maximal
operators

Ferenc Weisz

Department of Numerical Analysis, Eötvös L. University (Hungary)
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Let p(·) : R→ (0,∞) be a variable exponent function satisfying the glob-
ally log-Hölder condition. We introduce the variable Hardy spacesHp(·)(T) and
Hp(·)[0, 1) and give their atomic decompositions. It is proved that the maxi-
mal operator of the Fejér means of the Fourier series and Walsh-Fourier series
is bounded on these spaces. This implies some norm and almost everywhere
convergence results for the Fejér-means, amongst others the generalization of
the well known Lebesgue’s theorem.
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We introduce a general setting in which we define nets of nonlinear oper-
ators whose domains are sets of functions defined in a locally compact topo-
logical group. We analyze the behavior of such net and detect the fairest
assumption which are needed for the nets to converge with respect to the
uniform convergence and in the setting of Orlicz spaces.
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The subject of fractional integral transforms started in the early 1960’s
with the publication of Namias’s paper on the fractional Fourier transfrom
(The fractional order Fourier transform and its application to quantum me-
chanics. IMA J. Appl. Math. Vol. 25, No. 3, (1980)). Namias’s paper
caught the attention of many engineers and physicists who realized a num-
ber of applications of the transform in optics and signal processing. Prior to
Namias’s work, there were other related transforms that appeared in the work
of N. Wiener and E. Condon but which went unnoticed for many years. More
recently, several other fractional integral transforms, such as fractional Radon
and fractional wavelet transforms were introduced in the literature. From an-
other perspective, the fractional Fourier transform may be viewed as a special
case of more general classes of integral transforms, such as the class of linear
canonical transforms which was constructed in quantum mechanics as a class
of unitary transformations acting in phase-space and as an integral representa-
tion of the metaplectic group. The extension of some of the classical concepts
and notions, such as sam- pling theorms, convolution structures, uncertainty
principles, to classes of these general transforms has been somewhat challeng-
ing, especially in higher dimensions. In this talk we will give a brief history of
the subject and then discuss some recent developments on the extensions of
some classical concepts to a general class of transformations.
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S9. Orthogonal Polynomials,
Interpolation and Numerical

Integration

Orthogonal Polynomials and Interpolation are in the hard core of Approxi-
mation Theory, which is the basis for the development of numerical methods
used in the solution of applied problems, such as the approximate calculation
of (definite) integrals. The session will connect the background theory, Orthog-
onal Polynomials and Interpolation, with the practical application, Numerical
Integration.

Organizers:

Sotiris Notaris, National and Kapodistrian University of
Athens
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Suppose that {pn}∞n=0 is a sequence of one variable real polynomials, which
is orthogonal with respect to a Borel measure on R. Then {pn}∞n=0 satisfies
the three term recurrence relation, i.e.

xpn(x) = anpn+1(x) + bnpn(x) + an−1pn−1(x), n > 0,

with some an, bn ∈ R (with a−1 := 0 and p−1 := 0). The Christoffel-Darboux
formula is the equation:

n∑
j=0

pj(x)pj(y) = an
pn+1(x)pn(y)− pn(x)pn+1(y)

x− y
.

We are going to discuss a natural generalization of these formulas in the case
of polynomials of several real variables. The three term recurrence relation is
then the set of equations:

XjQn
V
= An,jQn+1 +Bn,jQn +Aᵀ

n−1,jQn−1, n > 0, j = 1, . . . , d,

where {Qk}∞k=0 is a system of real orthogonal polynomials arranged in columns,
where Qk consists of polynomials of degree k; then An,j and Bn,j are real

matrices of appropriate sizes. The notation “
V
=” stands for “equality modulo

an ideal V ”, which is inevitable, if we want to act in full generality (including
e.g. polynomials orthogonal on a circle); this is a far-reaching refinement of
results from [3, 4] published in [1]. The Christoffel-Darboux formula takes the
form:

(xj − yj)
n∑
k=0

Qᵀ
k(y)Qk(x)

V2= [An,jQn+1(y)]ᵀQn(y)−Qn(x)[An,jQn+1(y)]ᵀ,

where V2 = V ⊗Pd+Pd⊗V with Pd standing for the space of all polynomials in
d variables (see [2]). Hopefully, the talk will be concluded with some examples
(if time allows).
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In this work we present a Gaussian type quadrature rule for the evaluation
of integrals involving fractional powers, exponentials and Bessel functions of
the first kind. In general, the technique commonly used in the computation
of the coefficients of the three-term recurrence relation, for the corresponding
orthogonal polynomials, is the Chebyshev algorithm (see [2, sect.2.3]). Never-
theless, it is well known (see e.g. [4]) that the computation of the recurrence
coefficients can be inaccurate for growing number of quadrature points because
the problem is severely ill conditioned. This issue can be partially overcame
by using the modified moments (see [5], [2, sect.2.4], [6]), having at disposal
a family of polynomials orthogonal with respect to a weight function similar
to the one of the problem. This approach can be efficient in general but not
always when working with unbounded intervals of integration (see [3] and [4]).
In this framework, we present an alternative approach that is based on the
preconditioning of the moment matrix. In particular, since the three-term
recurrence coefficients can be written in terms of ratios of determinants of the
moments matrix or slight modification of them (see [1, sect.2.7]), we exploit
the Cramer rule to show that the coefficients can be computed by solving
a linear system with the moment matrix. Since the weight function of the
problem can be interpreted as a perturbation of the weight function of the
generalized Laguerre polynomials, we use the moment matrix of these poly-
nomials as preconditioner. The numerical experiments confirm the reliability
of this approach and shows that it is definitely more stable than the modified
Chebyshev algorithm.
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Averaged quadratures ([3, 4]) serve as a suitable method of approximating
the error in the Gauss quadrature, but it is desirable that they have internal
nodes. This is known to happen e.g. when the measure is one of the four
Chebyshev measures modified by a linear divisor ([1, 2]). Now we investigate
this question for analogous modifications of the Jacobi measures in general,
when many of the required quantities are not known in explicit terms, and
describe the exponents α and β for which it suffices to take the number n of
nodes big enough.
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In [2] it was introduced a trigonometric barycentric interpolant of an ar-
bitrary 2π-periodic function in [0, 2π) on some ordered nodes 0 ≤ θ0 < . . . <
θn−1 < 2π which converges exponentially when the nodes are equidistant
points or their images under a periodic conformal map [1] and has a logarith-
mic growth of the Lebesgue constant for a wide class of nodes [3]. We present
here an iterative method to construct a trigonometric Hermite interpolant
based on the latter interpolant. In fact, by using the auxiliary function

di(θ) = 2 sin

(
x− xi

2

)
and the basis function bi(θ) of the interpolant, it is possible to construct in
an iterative way, similarly as done in [4] for the Floater-Hormann family of
interpolant, the Hermite interpolant by considering

bi,j =
1

j!
di(θ)

jbi(θ)
j+1

and therefore the interpolant

rj(θ) =
n∑
i=0

m∑
j=0

bi,j(x)gi,j

where
gi,0 = f(θi) gi,j = f (j)(θi)− r(j)

j−1(θi).

Furthermore, to implement it numerically we compute the differential ma-
trix of the resulting interpolant at each iteration.

Finally, we are going to present some numerical tests.
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Here we studied the error bound of Gauss-Legendre quadrature for ana-
lytic functions. The basic idea is to express the remainder of Gauss-Legendre
quadrature as a contour integral, then the error bound is reduced to find the
maximum of the kernel function:

Kn(z;ω) =
%n(z;ω)

πn(z)
, %n(z;ω) =

∫ 1

−1

πn(t)

z − t
dt, z ∈ C \ [−1, 1]. (10)

Inspired by the work of [1] and applying the results of [2], we obtained explicit
and asymptotic formula of the kernel function Kn(z;ω) as ρ → ∞. Explicit
expression is used for determining location on the ellipses where maximum of
the modulus of the kernel is attained.

Keywords: Gauss quadrature formulae, Legendre polynomials, remainder
term for analytic function, error bound

References

[1] H. Wang and L. Zhang, Jacobi polynomials on tha Bernstein ellipse, J.
Sci. Comput. 75 (2018), pp. 457—477.

[2] S. E. Notaris, Integral formulas for Chebyshev polynomials and the er-
ror term of interpolatory quadrature formulae for analytic functions, Math.
Comp. 75 (2006), pp. 1217–1231.

195



Some new results concerning the classical Bernstein
cubature formula

Dan Miclǎuşa

a Department of Mathematics and Computer Science, Technical University of
Cluj-Napoca, North University Center at Baia Mare, (Romania)

dan.miclaus@mi.utcluj.ro

We present a solution to the approximation problem of the volume ob-
tained by the integration of a bivariate function when a double integral cannot
be computed exactly. The approximation of various double integrals can be
done by a few cubature formulas (for instance, the Newton-Cotes cubature
formulas) according to the specialty literature. Constructed by means of the
bivariate Lagrange polynomial, trapezoidal and Simpson cubature formulas
use a fixed number of nodes, resulting in a single possible approximation for
a double integral. In order to be more flexible with this fact, we bring to
the light a cubature formula constructed on the base of the classical bivariate
Bernstein operator. As a valuable tool to approximate any volume resulted
by integration of a bivariate function, we use the classical Bernstein cubature
formula∫ b

a

∫ d

c
F (x, y)dxdy ≈ (b−a)(d−c)

(n1+1)(n2+1)

n1∑
k1=0

n2∑
k2=0

F

(
a+

k1(b−a)

n1
, c+

k2(d−c)
n2

)
,

obtained as a continuation of our sustained research in [1], [2] and [3]. If the
bivariate interval [a, b] × [c, d] ((the bivariate symmetrical interval [−a, a] ×
[−a, a]) is large, then the classical composite Bernstein cubature formula is
suitable for the approximation of a double integral. Numerical examples are
given to increase the validity of the theoretical aspects.
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[1] D. Miclǎuş, An approximation of the surfaces areas using the classical
Bernstein quadrature formula, Math. Meth. Appl. Sci., 42 (2019), pp.
5317–5330.
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The averaged and optimal averaged quadrature rules ([4, 7]) are a conve-
nient method of approximating the error in the Gauss quadrature rule. How-
ever, to be fully applicable, they need to have internal nodes. We investigate
how a weighted averaged rule for modified Chebyshev measure should be set in
order to secure internality. The results are illustrated by numerical examples
comparing the corresponding errors.
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Laurie (cf. [3]), in 1996, in an attempt to estimate practically the error
of the Gauss quadrature formula, developed the anti-Gaussian quadrature
formula, which is an (n + 1)-point interpolatory formula designed to have an
error precisely opposite to the error of the Gauss formula for all polynomials
of degree up to 2n+ 1. The anti-Gaussian formula enjoys nice properties: Its
nodes interlace with the Gauss nodes and, with the possible exception of the
first and the last one, they are contained in the support interval; its weights
are all positive; and the formula has precise degree of exactness 2n− 1 and it
can easily be constructed.

A Chebyshev type quadrature formula is an n-point interpolatory formula
having equal weights, real nodes and degree of exactness (at least) n (cf. [2]).
Equally-weighted quadrature formulae are useful in practice, because they
minimize both the number of computations involved and the effect of random
errors in the function values (cf. [1], Chapter 9). Furthermore, the study of
Chebyshev type formulae is an intriguing mathematical problem.

In this talk, we examine whether there are positive measures admitting
anti-Gaussian formulae of Chebyshev type.
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In this paper, we consider the Gauss-Kronrod quadrature formulas for a modi-
fied Chebyshev weight. Efficient estimates of the error of these Gauss–Kronrod
formulae for analytic functions are obtained, using techniques of contour inte-
gration that were introduced by Gautschi and Varga. Some illustrative numer-
ical examples which show both the accuracy of the Gauss–Kronrod formulas
and the sharpness of our estimations are displayed. Though for the sake of
brevity we restrict ourselves to the first kind Chebyshev weight, a similar anal-
ysis may be carried out for the other three Chebyshev type weights; in the
original paper, written in common by Miodrag Spalević, Ramon Orive, Lju-
bica Mihić and Aleksandar Pejčev, part of the corresponding computations
are included in a final appendix.
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ture formula for the modified weight functions of Chebyshev type, Appl.
Math. Comput., 369, 124806, 1–22 (2020)
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The spectral factorization of a Laurent polynomial a(z) positive on the
unit circle |z| = 1 consists in computing an algebraic polynomial γ(z) such
that a(z) = γ(z)γ(z−1) and γ(z−1) is Schur stable (all its roots in the open
unit disk).

In this talk we deal with the computation of the spectral factor γ(z) by
means of its barycentric polynomial form. Uniformly distributed barycentric
nodes on circles of radius less than one are considered. To obtain the barycen-
tric form of γ(z) we need to approximate certain integrals on the unit circle.
We study the quadrature error. A bound of the absolute error |γ(z)− γ̃(z)| of
our computed approximation γ̃(z). Numerical examples are given.
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In this article we consider the optimal sets of quadrature rules in the sense
of Borges [1] for trigonometric polynomials of the both integer and semi-integer
degree. Also, we consider the corresponding sets of quadrature rules when
some of the nodes are fixed and prescribed in advance. In addition to the the-
oretical results, we will present the construction method and give appropriate
numerical examples.
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Quadrature formulas are often constructed to be exact on the space of
functions that are easily integrated and that are in some sense similar to the
integrand. This motivates us to examine how the known properties of the
integrand, such as its external zeros (zeros outside the (closed) interval of in-
tegration), can be used in order to improve the accuracy of certain quadrature
formulas. In particular, we consider Gauss-type quadrature rules into which
the external zeros of the integrand are incorporated.
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This session aims to cover recent progresses in approximation of functions
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semigroup theory and evolution problems.
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The idea behind Poisson approximation to the binomial distribution was
used in [1] and subsequent papers in order to establish the convergence of
suitable sequences of positive linear operators. The proofs in these papers
are given using probabilistic methods. We use similar methods, but in ana-
lytic terms. In this way we recover some known results and establish several
new ones. In particular, we enlarge the list of the limit operators and give
characterizations of them.
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On Wachnicki operators
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b Babeş-Bolyai University and Tiberiu Popoviciu Institute, (Romania)

ulrich.abel@mnd.thm.de, agratini@math.ubbcluj.ro

The talk aims at a generalization Wα (α ≥ −1/2) of the Gauss-Weierstrass
integral operator introduced by Eugeniusz Wachnicki [1]. The operator is
intimately connected to a generalization of the heat equation.

It is defined as follows

Wα(f ; r, t) =
1

2t

∫ ∞
0

r−αsα+1 exp

(
−r

2 + s2

4t

)
Iα

(rs
2t

)
f(s)ds,

where (r, t) ∈ (0,∞) × (0,∞) and Iα is the modified Bessel function of the
first kind and fractional order α.

For α = −1/2 the operator becomes the authentic Gauss-Weierstrass op-
erator.

Our results focus on the asymptotic expansion of both Wα operators and

their derivatives

(
∂

∂r

)m
Wα of any order m ∈ N.
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We consider optimal recovery problems for functions and integrals on
classes of functions that take values in semi-linear metric spaces (L-spaces)
and such that the functions themselves or their Hukuhara-type derivatives
have a given majorant of the modulus of continuity. The recovery is made
based on n values of the function or on the function’s n mean values over
intervals. We also obtain sharp Landau type inequalities and solve an ana-
log of the Stechkin problem about approximation of unbounded operators by
bounded ones and the problem of optimal recovery of an unbounded operator
on a class of elements, known with error. A key role in obtaining our results is
played by the generalization of the well-known Korneichuk–Stechkin lemma to
the case of functions with values in L-spaces. The use of functions with values
in L-spaces allows, in particular cases, to obtain results on optimal recov-
ery of operators on classes of multi-valued, fuzzy-valued, and Banach-valued
functions (in particular, random processes).
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We study set-valued functions (SVFs) mapping a real interval to compact
sets in Rd. Older approaches to the approximation of set-valued functions in-
vestigated almost exclusively SVFs with convex images (values). The standard
methods suffer from convexification.

In this talk I will describe a new construction that adopts the trigonomet-
ric Fourier series to set-valued functions with general (not necessarily convex)
compact images. Our main result is analogous to the classical Dirichlet-Jordan
Theorem for real functions. It states the pointwise convergence in the Haus-
dorff metric of the metric Fourier partial sums of a set-valued function of
bounded variation to a set determined by the values of the metric selections
of the function. In particular, if the set-valued F is of bounded variation and
continuous at a point x, then the metric Fourier partial sums of it at x con-
verge to F (x). If F is continuous in a closed interval, then the convergence is
uniform.
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In 1988, Keimel and Roth [5] have established the analogous of the classical
Korovkin theorem in the setting of cones of set-valued Hausdorff continuous
functions. After this paper, many Korovkin-type results have been obtained
even by introducing particular classes of monotone operators (see [1, 2]). In
this talk we present different results obtained in the last years also in connec-
tion with the Korovkin approximation of vector-valued continuous functions
[3].

We also consider cones of integrable set-valued functions and obtain the ex-
istence of Korovkin systems which may include integrable set-valued functions
which are not Hausdorff continuous [4].

Some applications to classical sequences of Kantorovich and Bernstein-
Durrmeyer type operators in the set-valued setting are also considered.
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This talk deals with the approximation of continuous functions by the
classical Bernstein operatos Bn and the Szász-Mirakyan operators St, in terms
of the Ditzian-Totik modulus of smoothness ωϕ2 with the proper function ϕ.

Information about the rate of uniform convergence for both operators is
given by the so-called direct inequalities,

‖Bnf − f‖[0,1] ≤ KBω
ϕ
2

(
f ;

1√
n

)
, ϕ(x) =

√
x(1− x),

‖Stf − f‖[0,∞) ≤ KSω
ϕ
2

(
f ;

1√
t

)
, ϕ(x) =

√
x.

Here, we focus on the absolute constants KB and KS . Asymptotic and non-
asymptotic results are shown. We use a probabilistic approach, as well as a
smoothing technique by considering approximants built from Steklov averages.
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Many sequences of positive linear operators {Ln}n≥1 allow for a proba-

bilistic representation of the form Ln(f, x) = Ef
(
x+ Zn(x)√

n

)
, x ∈ I, where I

is a real interval, f : I → R is any measurable function for which the preceding
expectations exists, and Zn(x) is a random variable such that x+ Zn(x)/

√
n

takes values in I.
As an example, the classical Bernstein operators can be written as

Bn(f, x) =
n∑
k=0

(
n

k

)
f

(
k

n

)
xk(1− x)n−k = Ef

(
x+

Zn(x)√
n

)
, x ∈ [0, 1],

where Zn(x) = Sn(x)−nx√
n

, x ∈ [0, 1] and Sn(x) is a random variable having the

binomial distribution with parameters n and x. It is well known that for a
bounded function f defined on [0, 1], Bn(f, x) → f(x−)+f(x+)

2 , where f(x−)
and f(x+) are the left and right limits of f at x, respectively [3]. Rates of
convergence in this case were provided by Bustamante et al.[2].

The main goal of this paper is to obtain linear operators acting on bounded
functions on unbounded intervals such that Ln(f, x)→ αf(x+) + (1− α)f(x−),
with 0 ≤ α ≤ 1, giving at the same time rates of convergence. To do this, a
probabilistic approach is used. As an illustration, we consider the sequence

of linear operators L
(α)
n f(x) = Ef

(
x+ Z

(α)
n (x)√
n

)
, x ∈ R, where Z

(α)
n (x) is a

continuous random variable with probability density

ρα(x) =

{
(1− α)ex if x ≤ 0
αe−x if x > 0

0 ≤ α ≤ 1.
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For j > 1, j ∈ N fixed and n ≥ j, Aldaz, Kounchev and Render [1] intro-
duced a modification of the Bernstein operator that preserves the monomials
e0 and ej . This operator Bn,j : C[0, 1]→ C[0, 1] is constructed using the clas-
sical original Bernstein basis functions pn,k(x) =

(
n
k

)
xk(1 − x)n−k, x ∈ [0, 1]

and is explicitly given by

Bn,j(f ;x) =
n∑
k=0

f
(
t
(j)
n,k

)
pn,k(x), (11)

where

t
(j)
n,k =

(
k(k − 1) . . . (k − j + 1)

n(n− 1) . . . (n− j + 1)

)1/j

.

We generalize the definition to Baskakov type operators and prove a corre-
sponding Voronovskaja type result.
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The weighted Weierstrass Theorem for continuous
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The Chlodovski extensions [3] of the classical Bernstein operators [2] were
used in Kilgore [4] and [5] to prove the weighted versions of the classical
Weierstrass Approximation Theorem, in the situation that the functions to
be approximated are defined and continuous upon the interval [0,∞) using
the weight W (x) = e−x

α
and satisfy W (X)f(x) → 0 as x → ∞. And in

the similar case that interval is (−∞,∞) using the weight W (x)e−|x|
α
, and

W (x)f(x)→ 0 as |x| → ∞.

In each of the two above-described contexts, the Weierstrass theorem was
already known to hold, but the new proofs were simple, basic in character,
completely self-contained and autonomous. However, to approximate contin-
uous functions defined upon [0,∞) it was necessary in constructing the new
proof to assume that α > 1, and for continuous functions defined on (−∞,∞)
one needed to assume that α > 2.

Here, it is shown in each case above that the admissible value of α can
be reduced. For the approximation on [0,∞) one may assume that α > 1

2 .
And the approximation on (−∞,∞) requires α > 1. As is known from [1]
or [6], these are the least possible values of α for which the weighted version
of the Weierstrass approximation can hold in the two respective situations.
The proofs of these new results follow from minor changes to the Chlodovski
operators.
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infini en séries de polynômes de M. S. Bernstein, Compositio Math., 4
(1937), 380-393.

[4] T. Kilgore, On a constructive proof of the Weierstrass Theorem with a
weight function on unbounded intervals, Mediterr. J. Math., 14 6, De-
cember 2017, article number 217.

[5] T. Kilgore, Weighted Approximation with the Bernstein-Chlodovsky Op-
erators, “Constructive Theory of Functions, Sozopol 2019”, 121-130.

214



[6] H. Pollard, The Bernstein approximation problem, Proc. Amer. Math.
Soc., 6 (1955), 402-411.

215



Iterative Shepard operator of least squares
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D. Shepard introduced in 1968 in [5] a very powerful method for approxi-
mating a given function f on a set of scattered data. A method for improving
its accuracy was introduced by R. Franke and G. Nielson in [2].

T. Cătinas, and A. Malina introduced in [1] a new Shepard operator, based
on the classical and the modified Shepard methods and the least-squares thin-
plate spline function. The least squares thin-plate spline is defined for a point
(x, y) and a set of nodes (xi, yi) as

Fi(x, y) =
i∑

j=1
Cjd

2
j log(dj) + ax+ by + c, i = 1, ..., N ′

with dj =
√

(x− xj)2 + (y − yj)2 and Cj , a, b, c found such that they mini-
mize

E =
N ′∑
i=1

[Fi(xi, yi)− f(xi, yi)]
2,

for two different values of N ′, first with N ′ = N interpolation nodes and second
with N ′ = k representative knot points, idea presented by J. McMahon in [4].

We propose an iterative modification of the Shepard operator of least
squares thin-plate spline type, following an idea presented by A. Masjukov
and V. Masjukov in [3]. The operator, denoted by uL , is defined as

uL(x, y) =
K∑
k=0

N ′∑
j=1

u(k)
Fj
w ((x− xj , y − yj)/τk) /

N ′∑
p=1

w ((xp − xj , yp − yj)/τk)

 ,
where w is a continuously differentiable weight function with some particular

properties, u
(k)
Fj

denotes the interpolation residuals at the kth step and τk is a
scaling parameter.
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In [4] P. Garrancho established general conditions to move different notions
of generalized convergence to the setting of approximation theory by means of
linear operators, and where the object of the approximation is certain gener-
alized derivative of a function. In this talk, we show how we have continued
the study, by facing to quantitative aspects. We also study the saturation
class providing assuming that some asymptotic condition holds true. Finally,
as applications of the previous results, we show how the notion of the recent
weighted statistical convergence, due to Abdu Awel Adem and Maya Altinok
[2], is a particular case of the generalized convergence analyzed here.
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Let (Ln)n be a sequence of linear positive operators Ln : C0[0, 1]→ C[0, 1]
and denote (Ln)i = Ln ◦ Ln ◦ Ln ◦ . . . ◦ Ln (i ≥ 0 times). We consider the
convergence of the sequences of operators of the form

Anf =
∞∑
i=0

Qn(i)(Ln)if, f ∈ C0[0, 1],

where Qn(i) ∈ R and C0[0, 1] is a certain subspace of C[0, 1]. We continue the
previous study of geometric series of operators.
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New refinements of some inequalities
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Inequality Cauchy–Buniakowski–Schwarz and Aczél’s inequality were stud-
ied by many mathematicians in their papers. We establish some new refine-
ments of these, through the technique of monotony of a sequence.
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In this paper we shall introduce a new type of Bernstein Durrmeyer opera-
tors which are not positive on the entire interval [0, 1]. For these operators we
will study the uniform convergence on all continuous functions on [0, 1] as well
as a result given in terms of modulus of continuity ω(f, δ). A Voronovskaja
type theorem will be proved as well.
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[6] Gonska H., On the degree of approximation in Voronovskaja’s theorem.
Stud Univ Babes, Bolyai Math 52(3):103-115, 2007

[7] Gonska H., Ras,a I., Asymptotic behaviour of differentiated Bernstein poly-
nomials. Mat Vesnik 61(1):53-60, 2009
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S11. Recent Advances in the
Analysis and Numerical Solution

of Evolutionary Integral
Equations

Due to their ability to capture memory effects, integral and integro-differential
equations of Volterra type describe a wide variety of dynamic processes that
depend on the past history of the system. The effective impact of these models
is evident in literature where analytical and numerical studies have, in recent
years, led to a deeper understanding of many applications in the real world.
Indeed, there have been very significant advances in the theory, applications
and qualitative properties of both continuous and discrete solutions as well as
in the development of numerically efficient methods. In this session, recognized
researchers in the area of Volterra integral and related equations will present
their recent achievements and discuss possible future developments.

Organizers:

Dajana Conte, University of Salerno

Teresa Diogo, CEMAT, University of Lisbon

Eleonora Messina, University of Naples ”Federico II”
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The Wright function is defined by the following power series, convergent
in the whole complex plane,

Wλ,µ(z) :=

∞∑
n=0

zn

n! Γ(λn+ µ)
, λ > −1, µ ∈ C. (12)

Originally Wright assumed λ ≥ 0 in connection with his investigation of the
asymptotic theory of partition [6] and only in 1940 he considered λ ∈ (−1, 0).
The latter case is now referred to in the literature as Wright function of the
second kind (WF2K) [7]. Although several representations of the Wright func-
tion have been introduced and many of its analytical properties have already
been well studied (see, e.g., [2, 3, 4, 5]), its numerical computation is still an
active research area.

In this talk we devote our attention to the numerical evaluation of WF2K,
since this is the most interesting case for applications. We approach this
topic by considering a technique based on the numerical inversion of the
Laplace transform combined with a trapezoidal rule on a parabolic contour.
We present some numerical experiments that validate both the theoretical
estimates of the error and the applicability of the proposed technique to
represent the solutions of fractional differential equations [1]. A code pack-
age that implements the algorithm proposed is contained in the repository:
github.com/Cirdans-Home/mwright.

References

[1] L. Aceto, F. Durastante, Effcient computation of the Wright function
and its applications to fractional diffusion-wave equations, (2022), arXiv
preprint arXiv:2202.00397.

[2] Y. Luchko, The Wright function and its applications in: Basic Theory,
Volume 1, De Gruyter, 2019, pp. 241–268.

[3] F. Mainardi, A. Consiglio, The Wright functions of the second kind in
Mathematical Physics, 8 (2020), Article-Number 884.

[4] F. Mainardi, A. Mura, G. Pagnini, The M-Wright function in time-
fractional diffusion processes: a tutorial survey, (2010), arXiv preprint
arXiv:1004.2950.

[5] B. Stanković, On the function of E. M. Wright, Publ. Inst. Math.
(Beograd) (N.S.), 10(24) (1970), pp. 113–124.

224



[6] E.M. Wright, On the coefficients of power series having exponential sin-
gularities, J. London Math. Soc., 8 (1933), pp. 71–79.

[7] E.M. Wright, The generalized Bessel function of order greater than one,
Quart. J. Math. Oxford Ser., 11 (1940), pp. 36–48.

225



Characterisation of the asymptotic behaviour of the
mean–square of linear stochastic Volterra equations

John A. D. Applebya, Emmet Lawless a

a School of Mathematical Sciences, Dublin City University (Ireland)

john.appleby@dcu.ie, emmet.lawless6@mail.dcu.ie

This talk concerns the asymptotic behaviour of autonomous stochastic
Volterra equations of Itô–type. For simplicity, we will focus on scalar equa-
tions, but time permitting, finite dimensional equations will also be considered.
The equation considered is

dX(t) =

∫
[0,t]

ν(ds)X(t−s) dt+
∫

[0,t]
µ(ds)X(t−s) dB(t), t ≥ 0; X(0) = ξ,

(13)
where ν and µ are scalar finite measures on [0,∞), B is a standard one–
dimensional Brownian motion, and ξ is a random variable independent of B
which has a finite second moment. In this situation, there is a unique con-
tinuous adapted process which obeys (13), which we call the solution. The
finiteness of the second moment of X(0) is inherited by X(t) for all t ≥ 0.
This is the so–called mean square of the solution, denoted E[X2(t)], and in
applications the long–run behaviour (as t → ∞) is of great interest. Indeed,
many sufficient conditions are known under which the mean square tends to
zero as t → ∞ (so called mean–square asymptotic stability), using develop-
ments of techniques familiar in the deterministic theory, including Liapunov
functionals, Razumikhin’s technique and so on. However, a characterisation
in terms of the problem data of the mean–square asymptotic stability (or L1

stability in mean square) has not been known until now.
In this talk, we develop a linear deterministic convolution Volterra integral

equation for a functional of the solution, and a representation of the mean
square of X in terms of that functional. Thus, the analysis of the long–run
behaviour of the mean square becomes a problem in deterministic integral
equations. However, the problem data in the resulting integral equation (i.e.
the kernel and forcing function) are given indirectly in terms of the data of
equation (13) via the resolvent r of the underlying deterministic equation,
namely

r′(t) =

∫
[0,t]

ν(ds)r(t− s), t ≥ 0; r(0) = 1, (14)

making the stability conditions hard to check.
Our main results show that it is possible (despite the fact that closed–

form solutions of (14) are generally impossible to find) to give necessary and
sufficient conditions on ν and µ such that the mean square tends to zero.
Furthermore, the ideas involved allow stability characerisation results to be
proven for perturbed equations of the form

dX(t) =

(∫
[0,t]

ν(ds)X(t−s) +f(t)

)
dt+

(∫
[0,t]

µ(ds)X(t−s)+g(t)

)
dB(t),

t ≥ 0
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where f and g are deterministic functions. Some extensions of the arguments
allow a characterisation of the exponential asymptotic behaviour in the mean
square, which is perhaps the most widely studied type of weighted stability
in applications. In that situation, we are even able to develop a stochastic
characteristic equation in terms of ν and µ, which identifies the dominant
Liapunov exponent of the solution.
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We propose an algorithm for iteratively approximating the fixed point of
a contractive affine operator. It is based on a perturbed version of the classic
geometric series theorem, the error control that this provides, and the use
of projections associated with certain Schauder bases. This is illustrated for
a wide group of affine problems chosen for its great versatility, the linear
Fredholm integral equations. Finally, we present some numerical examples in
order to illustrate the behavior of the proposed method.
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In this work we have introduced a generalized metastatic tumor growth
model that describes the primary tumor growth by means of an Ordinary
Differential Equation (ODE) and the evolution of the metastatic density using
a transport Partial Differential Equation (PDE), [3]. The numerical method
is based on the resolution of a linear Volterra integral equation (VIE) of the
second kind, which arises from the reformulation of the ODE-PDE model,
[2]. The convergence of the method is proved and error estimates are given.
The computation of the approximate solution leads to solve well conditioned
linear systems. Here we focus our attention on two different case studies: lung
and breast cancer. We assume five different tumor growth laws, [1], for each
of them, different metastatic emission rates between primary and secondary
tumors, and last that the new born metastases can be formed by clusters of
several cells.
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This talk deals with the numerical solution of nonlinear fractional differ-
ential equations (FDEs) of type{

Dαy(t) = f(t, y(t)), 0 ≤ t ≤ b,
y(i)(0) = γi, i = 0, . . . , n− 1,

where n− 1 < α < n, n ∈ N, γi ∈ R, f : [0, b] × R→ R is a given continuous
function. The fractional derivative Dαy is the Caputo-type one [5]. FDEs arise
in various fields, such as the dynamics in viscoelastic materials, the evolution
of certain diseases, especially when the modelled phenomenon heavily depends
on its past history.

On the side of the numerical simulation, solving FDEs with high accuracy
is a challenging issue, since many numerical methods have low order of conver-
gence. A powerful technique to obtain high order methods without increasing
the computational cost consists of multistep collocation. We propose the class
of two-step spline collocation methods [1, 2, 3], which double the order of con-
vergence of the one-step collocation methods [4], at the same computational
cost. In this talk, we analyze the convergence and stability properties of these
methods, illustrate the main issues related to the implementation and finally
show some numerical experiments.
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The aim of this work is to provide a posteriori error estimates for time
discretization of abstract semi–linear time fractional equations

∂βt u(t) = Au(t) + F (u(t)), 0 < t ≤ T, (15)

where ∂βt stands for the time fractional derivative operator of order β > 0 in
Riemann–Liouville sense, 1 < β < 2, A is an abstract linear operator in a
complex Banach space X, A : D(A) ⊂ X → X, and F (u) a reaction term
under certain regularity conditions.

Our a posteriori error estimates (see [2]) are achieved through the maximal
Hölder regularity of the analytical solution u(t) to (15) in the context of θ–
sectorial operators A, 0 < θ < π/2.

This approach has been previously considered for abstract ordinary differ-
ential equations, that is those where first time derivative is considered instead
of fractional ones ∂βt (see [1]). In the fractional case the main difficulty arises
from the lack of regularity typically occurs for solutions to differential equa-
tions involving time fractional derivatives and/or integrals.

Even though our work focused on providing estimates in a theoretical
framework, throughout the work we show that all constants involved in the fi-
nal estimates are in actual fact computables in the spirit of genuine a posteriori
error esrtimates.
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Numerically solving time-fractional diffusion-reaction equations usually poses
some not negligible challenges. Since derivatives of fractional order are non-
local operators, their numerical treatment involves a persistent memory and,
consequently, it is demanded a possible huge need for storage memory and
computational resources.

On the basis of the recent work [1], we discuss a strategy to perform nu-
merical simulations in an efficient way, namely by requiring a reasonable occu-
pation of memory and an acceptable CPU time. This strategy is obtained by
coupling an ImEx product-integration rule with a kernel compression scheme,
a technique allowing the approximation of a non-local problem by a sequence
of local problems.

The computational task required by the solution of a possible large num-
ber of linear systems of large size is further optimized by reformulating the
difference scheme for the space operator in a matrix formulation (according to
an approach recently proposed in [2]), so as to require the solution of Sylvester
equations only with small matrices.

The accuracy of the proposed scheme is theoretically studied and validated
by means of some numerical experiments and the efficiency of this strategy
from the computational point of view is also verified.
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Fractional derivatives and equations containing them have fascinated sci-
entists for a very long time. Over the last few decades interest in the field
has increased significantly because of new applications in Physics, Chemistry,
Electrical Networks and so on [1, 3].

In [2], the unique solvability of singular fractional differential equations was
studied. In the current talk we consider singular fractional integro-differential
equations of the form

(Dα
0M

αu)(t) =
l∑

k=1

bk(D
αk
0 Mαku)(t) + b(V u)(t) + f(t), 0 < t ≤ T, (16)

where the multiplication operator Mν is defined by

(Mνu)(t) = tνu(t), 0 < t ≤ T, ν ∈ R, u ∈ C[0, T ],

V is a certain type of Volterra integral operator, α, αk, b, bk,∈ R, and

m < α ≤ m+ 1, α > αk ≥ 0, f ∈ Cm[0, T ], k = 1, 2, . . . , l,

m ∈ N0 = {0, 1, 2, . . . }.

By Cm[0, T ] (m ∈ N0) we denote the space of m times continuously differen-
tiable functions u on [0, T ]; C0[0, T ] = C[0, T ]. In equation (16) the fractional
differential operator Dµ

0 , of order µ ∈ [0,∞), is defined as the inverse of the
Riemann-Liouville integral operator

(Jµu)(t) =
1

Γ(µ)

∫ t

0
(t− s)µ−1u(s)ds, u ∈ C[0, T ], t > 0, µ > 0; J0 = I,

where I is the identity mapping and Γ the Euler gamma function.
In the talk we present some results about the unique solvability of equa-

tions of the form (16) and introduce a collocation based scheme for finding
the numerical solution of such equations. We also give results of numerical
experiments.
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In this talk we are concerned with the mean square behaviour of linear
2-dimensional systems of stochastic differential equations with constant coeffi-
cients. The behaviour of such systems has been studied in great detail over the
past fifty years and in particular a full characterisation of the mean square of
n-dimensional systems of SDE’s was given by Ludwig Arnold. Using Arnold’s
approach, one can show the mean square process obeys an n2 × n2 system
of ordinary differential equations, hence all information regarding the mean
square process can be inferred by studying the eigenstructure of the associated
n2 × n2 coefficient matrix. For high dimensional problems finding exact evo-
lutionary behaviour becomes highly intractable but for the case where n = 2,
such computational issues can be surmounted and it is such eigenvalue analysis
to which this talk is devoted. In particular we show that for arbitrarily small
and large noise the dominant dynamics are always real exponential where
dominance is classified by the long term behaviour of solutions of the mean
square process. We also identify special cases wherein real exponential be-
haviour prevails independent of the level of noise introduced into the system.
Our approach is to make a suitable coordinate transformation which results
in a reduction of complexity in the characteristic polynomial of the associated
4× 4 matrix. It should be noted we make no prior assumptions on structure
of the underlying coefficient matrices to allow for a completely general treat-
ment of the mean square. It is of particular interest that upon introduction
of arbitrarily small noise into the underlying deterministic system, solutions
are unable to produce oscillatory behaviour, even in the case when the solu-
tion of the noise-free equation has oscillatory solutions. The remarkable rarity
of dominant oscillatory solutions, regardless of the eigenstructure of the drift
and diffusion matrices in the two-dimensional case, leads to the conjecture that
the phenomenon of dominant real exponential behaviour in the mean square
may extend to arbitrarily many dimensions. However, the methods of proof
used in this talk would not readily generalise to attack this conjecture. These
are preliminary results in part of a larger study with Conall Kelly (UCC)
on the seemingly generic appearance of dominant real exponential asymptotic
behaviour in the mean square in autonomous linear stochastic equations.
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Piecewise polynomial collocation of weakly singular Volterra integral equa-
tions (VIEs) of the second kind has been extensively studied in the literature,
where integral kernels of the form (t − s)−α for some constant α ∈ (0, 1)
are considered. Variable-order fractional-derivative differential equations cur-
rently attract much research interest, and in Zheng and Wang SIAM J. Numer.
Anal. 2020 such a problem is transformed to a weakly singular VIE whose
kernel has the above form with variable α = α(t), then solved numerically
by piecewise linear collocation, but it is unclear whether this analysis could
be extended to more general problems or to polynomials of higher degree.
In the present paper the general theory (existence, uniqueness, regularity of
solutions) of variable-exponent weakly singular VIEs is developed, then used
to underpin an analysis of collocation methods where piecewise polynomials
of any degree can be used. The sharpness of the theoretical error bounds
obtained for the collocation methods is demonstrated by numerical examples.
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We present an iterative numerical method for approximating solutions of
two-dimensional Volterra-Fredholm integral equations of the second kind. As
these equations arise in many applications, there is a constant need for accu-
rate, but fast and simple to use numerical approximations to their solutions.
The method proposed here uses successive approximations of Mann type and
a suitable cubature formula. Mann’s procedure is known to converge faster
than the classical Picard iteration given by the contraction principle, thus
yielding a better numerical method. The existence and uniqueness of the so-
lution is derived under certain conditions. The convergence of the method is
proved and error estimates for the approximations obtained are given. At the
end, several numerical examples are analyzed, showing the applicability of the
proposed method and good approximation results.
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In this talk, we consider the numerical solution of Delay Volterra Integral
Equations (DVIEs) represented by [1]

m1∑
k=0

Pk(x)y(αkx+ βk) = f(x) +

m2∑
r=0

λr

∫ vr(x)

ur(x)
Kr(x, t)y(µrt+ γr)dt, (17)

where Pk(x), f(x), Kr(x, t), ur(x) and vr(x) are continuos functions on the
interval [a, b], a ≤ ur(x) ≤ vr(x) ≤ b and αk, βk, λk, µk and γk are appropriate
constants.

In this work, a new type of orthogonal polynomials (as named Hahn poly-
nomials [2]) are defined and applied to find the approximate solution of DVIEs
(17). By applying the properties of these polynomials, explicit formulations for
their integration and operational matrices are derived. By using the matrix-
collocation method, a numerical approach is proposed to solve DVIEs (17).
Some numerical results for several test problems are given to confirm the ac-
curacy of this method.
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Fractional differential equations are promising tools for characterizing anoma-
lous diffusion in different fields and many interesting problems occur in bounded
domains [1, 3]. When we add physical boundaries to fractional differential
equations many difficulties arise and these include the development of accu-
rate numerical approximations. Because the fractional derivative is nonlocal,
the accuracy of its approximation near the boundary is strongly affected by
the cut of the domain, that is, in general, the accuracy of the approximations
of fractional order operators is lost near the boundary. To discretize these
equations and in particular the fractional derivative we consider a known ap-
proximation that can be first order accurate when we have an open domain
but it can be of lower order in bounded domains and sometimes not consistent
[2]. Nevertheless, as we will show, the numerical methods are convergent and
the first order rate of convergence can be recovered.
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A class of initial value problems for fractional integro-differential equations
involving a Caputo fractional differential operator of order α ∈ (0, 1) is consid-
ered. First, the problem is reformulated as a weakly singular Volterra integral
equation of the second kind. Then, a smoothing change of variables is used
to improve the boundary behaviour of the exact solution of the underlying
problem. After that, a collocation method based on central part interpolation
by continuous piecewise polynomials on the uniform grid is constructed. The
central part interpolation approach was introduced in [1] for solving Fredholm
integral equations of the second kind and it has shown accuracy and numerical
stability advantages compared to standard piecewise polynomial collocation
methods, including collocation at Chebyshev knots [2]. In the present talk
this approach is modified to solve fractional differential equations. The opti-
mal convergence estimates are derived and the theoretical results are tested
by some numerical experiments.

References

[1] K. Orav-Puurand, G. Vainikko, Central part interpolation schemes for
integral equations, Numer. Func. Anal. Optim., 30 (2009), pp. 352–370.

[2] K. Orav-Puurand, A. Pedas, G. Vainikko, Central part interpolation
schemes for integral equations with singularities, J. Integral Equations
Appl., 29 (2017), pp. 401–440.

241



242



S. 12 Special Functions and
Applications

In this session we aim at gathering experts in a large range of aspects of special
functions including applications. The topics include e.g. classical special func-
tions such as hypergeometric functions, relations to orthogonal polynomials
incl. Painleve equations and Riemann Hilbert problems, asymptotic analysis,
approximation theory, q-special functions and connections to combinatorics,
and special polynomials and functions used in fractional calculus.

Organizers:

Clemente Cesarano, Uninettuno University

Henrik Laurberg Pedersen, University of Copenhagen
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Esra Güldoğan Lekesiz, Rabia Aktaşa
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The study of orthogonal polynomials and their transformations have been
the subject of many papers during the last several years. By the Fourier
transform or other integral transforms, some univariate orthogonal polynomi-
als systems which are mapped onto each other have been studied in [5, 7].
Recently, there have been many papers on Fourier transforms of univariate
and multivariate orthogonal polynomials [3, 4, 6, 8].
In this work, we present Fourier transform of multivariate orthogonal polyno-
mials on the unit disk Br = {x ∈ Rr : ‖x‖ ≤ 1} (see [2]) and we write them
in terms of continuous Hahn polynomials. By using the obtained Fourier
transforms and Parseval’s identity [1], we derive a new family of multivariate
orthogonal functions.
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[3] E. Güldoğan, R. Aktaş, I. Area, Some classes of special functions using
Fourier transforms of some two-variable orthogonal polynomials, Integral
Transforms and Special Functions, 31(6) (2020), pp. 437–470.
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Dual Bernstein polynomials have strong connections to hypergeometric
functions and the shitfed Jacobi and Hahn families of orthogonal polynomials.
They find many applications in approximation theory, computational math-
ematics, numerical analysis, and computer-aided geometric design. In this
context, one of the main problems is fast and accurate evaluation both of
these polynomials and their linear combinations. New simple recurrence rela-
tions of low order satisfied by dual Bernstein polynomials were given in [1] and
expanded upon in [2]. In particular, a first-order non-homogeneous recurrence
relation linking dual Bernstein and shifted Jacobi orthogonal polynomials has
been obtained. When used properly, it allows to propose fast and numeri-
cally efficient algorithms for evaluating all n + 1 dual Bernstein polynomials
of degree n with O(n) computational complexity.
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Electrodynamics configurations are obtained by solving the classical wave
equations for the electric and the magnetic fields, in domains where the mul-
tiplicity of a given eigenvalue of the vector Laplacian is equal to four. This
allows for the determination of interesting periodic solutions. The analysis is
carried out in annular domains, and requires the determination of appropriate
combinations of Bessel’s functions and other special functions. Possible appli-
cations are in the field of plasma physics. In particular, we show how entrapped
waves circulating in annular cavities may explain the stability properties of the
phenomenon known as ball lightning [1].
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a Depto. de Matemática Aplicada y Ciencias de la Comput, Universidad de
Cantabria (Spain)
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Confluent hypergeometric functions occur in many applications in applied
mathematics, physics and engineering. Despite their importance, few algo-
rithms are available for calculating any of the standard solutions of Kummer’s
equation in the case of real or complex parameters. In this talk, we present
recent advances in the computation of the Kummer function U(a, b, x) [1].
As we will see, asymptotic expansions [2] are very important in the resulting
algorithm. On the other hand, confluent hypergeometric functions play a key
role in the asymptotic analysis of Fermi-Dirac integrals [3]. The evaluation
of these integrals and their derivatives is necessary for various problems in
applied and theoretical physics, such as stellar astrophysics, plasma physics
or electronics. In this lecture we will show that the use of these expansions
makes it possible to calculate the functions efficiently and with high accuracy
for a large number of parameters [4].
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We present infinitely many solutions of the general Heun equation in terms
of the generalized hypergeometric functions p+1Fp. Each solution assumes two
restrictions imposed on the involved parameters: a characteristic exponent of
a singularity should be a non-zero integer and the accessory parameter should
obey a polynomial equation. [1],[2]

Next, we show that the single confluent Heun equation with non-zero ε
(this is the parameter characterizing the irregular singularity at the infinity)
admits infinitely many solutions in terms of the generalized hypergeometric
functions pFp. For each of these solutions a characteristic exponent of a reg-
ular singularity of the confluent Heun equation is a non-zero integer and the
accessory parameter obeys a polynomial equation. Each solution can be writ-
ten as a linear combination with constant coefficients of a finite number of the
Kummer confluent hypergeometric functions. [3]

Furthermore, we show that for the Ince limit ε = 0 the confluent Heun
equation admits infinitely many solutions in terms of the functions pFp+1.
Here again a characteristic exponent of a regular singularity should be a non-
zero integer and the accessory parameter should obey a polynomial equation.
This time, each solution can be written as a linear combination with constant
coefficients of a finite number of the Bessel functions. [3]

Finally, we show that a Fuchsian differential equation having five regular
singular points admits solutions in terms of a single generalized hypergeo-
metric function for infinitely many particular choices of equation parameters.
Each solution assumes four restrictions imposed on the parameters: two of
the singularities should have non-zero integer characteristic exponents and
the accessory parameters should obey polynomial equations. [4]
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A number of new results on the Lambert W function [1] and applica-
tions are presented. The asymptotic behaviour of the non-principal branches
Wk(z), k 6= 0 around z = 0 has been overlooked until now; the expansions are
now detailed. The asymptotic expansions at |z| → ∞ are known to be conver-
gent for large z. It is now possible to give the boundary in the complex plane
of the convergence domain. Various expressions containing W are Stieltjes
functions [2]; direct proofs are given. Also, there are applications in statistics
of the k = −1 branch, and these applications lead to Stieltjes functions there
also.

Recently, a proposal was presented regarding alternative branch structures
for W [3]. This proposal will be discussed.
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Gabor Szegő pioneered much of what is known in the theory of orthogonal
polynomials on finite intervals but did not carry his ideas over to infinite
intervals, despite there being significant differences. In the second half of the
20th century, starting with the work of Géza Freud on orthogonal polynomials
on R, the study of Freud-type polynomials and their generalisations flourished.
In this talk I will discuss symmetric semi-classical polynomials orthogonal with
respect to generalisations of higher order Freud weights.
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On Apostol-type polynomials

William Ramı́rez a, Clemente Cesaranob

a Universidad de la Costa. (Barranquilla, Colombia.)
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The generating functions for the special polynomials are important from
different view points and help in finding connection formulas, recursive re-
lations, difference equations, and in solving problems in combinatorics and
encoding their solutions. In this talk, a new class of the degenerate Apostol–
type Hermite polynomials is introduced. Certain algebraic and differential
properties of there polynomials are derived. Most of the results are proved by
using generating function methods. (for example [1],[2], [3], [4] and [5]).
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In this talk it is considered a general approach to the study of orthogonal
polynomials related to Sobolev inner products which are defined in terms
of divided-difference operators having the fundamental property of leaving a
polynomial of degree n−1 when applied to a polynomial of degree n. The main
focus is on the analytic properties for the orthogonal polynomials, including
the second-order holonomic difference equation satisfied by them. (This talk is
based on the paper Rebocho, Maria das Neves, On the second-order holonomic
equation for Sobolev-type orthogonal polynomials. Appl. Anal. 101 (2022),
no. 1, 314–336.)

254



S13. Theoretical aspects of
Isogeometric Analysis and

recent applications

Isogeometric analysis (IgA) is a method for the numerical simulation of prob-
lems governed by partial differential equations. One of the key points of IgA is
the retainment of the description of the domain where the PDE is defined as
given by a CAD system (so in terms of B-splines, NURBS or their generaliza-
tions), instead of approximating it by a triangular/polygonal mesh. Indeed the
term ”Isogeometric” is due to the fact that the solution space for dependent
variables is represented in terms of the same functions which describe the ge-
ometry (i.e. splines). Other good features are the gain of high flexibility in the
smoothness of the discretization space, and the simplification of mesh refine-
ment by eliminating the need for communication with the CAD geometry once
the initial mesh is constructed. The research on IgA has been oriented into
two main directions. On one hand to apply the available CAGD techniques to
different PDEs, ranging from fluids, structures, phase-field modeling, electro-
magnetics, shape and topology optimization, till discrete and diffuse modeling
of crack propagation. On the other hand to develop new and more flexible
representations like hierarchical splines, generalized Tchebychev splines, and
locally-refinable B-splines and to investigate on the related theoretical issues.
Another important aspect is also the consistent treatment of trimmed patches
and multi-patch geometry. The purpose of this special session is to give an
overview on several theoretical and applicative aspects of IgA recently arisen.
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Maria Lucia Sampoli, University of Siena
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The Energetic Boundary Element Method (BEM) was proposed in [1] for the
numerical solution of 2D exterior wave propagation problems. The hyperbolic
differential model is transformed, using the fundamental solution of the wave
operator, into a Boundary Integral Equation (BIE), which is then written into
an energy-dependent weak form and discretized by a Galerkin-type approach.
Compared to other space-time discretizations of the wave equation [4], the
energetic weak form offers desirable accuracy and stability properties [1].

Taking into account the model problem of 2D soft scattering of acoustic
waves by open arcs represented by B-spline (or NURBS) curves, in this talk we
discuss some recent advances in the coupling of Energetic BEM with the pow-
erful Isogeometric Analysis (IGA) approach for what concerns discretization
in space variables. Indeed, IGA, proposed by T. J. R. Hughes and collabo-
rators [5] in the context of the FEM to ”bridge the gap” between design and
analysis using B-splines and NURBS as shape functions, naturally fits into
BEMs, allowing an exact representation of curvilinear boundaries.

In this contribution, based on [2], numerical issues for an efficient inte-
gration of the singular kernel related to the fundamental solution of the wave
operator and dependent on the propagation wavefront, will be described, high-
lighting the new challenges posed by the presence of curvilinear boundaries.
Extensive numerical experiments will show, from a numerical point of view,
convergence and accuracy of the proposed method as well as the superiority of
IGA-Energetic BEM compared to the standard version of the method, based
on lagrangian shape functions. Simulations on long time intervals allow to ob-
serve the consistency of the proposed method with the stationary IGA-BEM
[3].
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Adaptive methods for the numerical solution of PDEs require constructions
of discrete spaces in which the resolution varies in the domain of interest. In
IGA this has been achieved by breaking the global tensor product structure
of multivariate splines as shown by many different spaces such as hierarchical
splines and T-spline among others. The available spaces have the desired
approximation properties, but they require new or adapted preconditioning
techniques, examples for the mentioned spaces can be found in [1, 2, 3].

The talk will present a different take at the construction of the discretiza-
tion space going backward: from preconditioning techniques for Krylov meth-
ods such as fast-diagonalization[4] and subspace-correction[5] to a discretiza-
tion space for PDEs.
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We present the construction of quadrature rules for the approximation of
integrals that occur when elliptic problems are numerically solved using Iso-
geometric Analysis (IgA) both in the standard Galerkin and in the Galerkin
Boundary Element frameworks.
In particular the IgA Galerkin discretization askes for the computation of
integrals involving splines, and a new formation and assembly strategy was
proposed which resulted in significant speedups in the formation and assem-
bly time of the Galerkin mass matrix, see [3]. Moreover, recurrence relations
can be used in order to require exactness of the rules also in cases where sin-
gularity occurs, as in the case of BEMs [1, 2].
Moreover, we discuss various important details for the practical implementa-
tion of the quadrature formation strategies proposed in [1, 2, 3, 4]. Specifi-
cally, we discuss the weighted quadrature scheme to accurately integrate the
elements of the stiffness matrix and we discuss efficient assembly in the BEM
case where singular integrals appear. We will review such approaches and then
focus on the use of spline quasi-interpolation to approximate integrand fac-
tors, that gives a final formulation where integrals can be evaluated evaluated
via recurrence relations, as proposed recently in [4]. Considered cases include
hypersingular and singular integrands. Convergence results of the proposed
quadrature rules are given, with respect to both smooth and non smooth in-
tegrands. Numerical tests confirm the behavior predicted by the analysis.
We show that the accuracy is maintained while the computational burden of
forming the matrix equations is significantly reduced.
The research is a part of collaborations with A. Aimi, A. Falini, M.L. Sampoli,
A. Sestini, G. Sangalli, M. Tani.
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An Isogeometric Boundary Element Method (IgA-BEM) is considered for
the numerical solution of Helmholtz problems on 3D domains admitting a
smooth conformal multi-patch representation of the boundary surface. In par-
ticular, the resulting Boundary Integral Equations are discretized by a classical
collocation method and a spline based quasi-interpolation quadrature scheme
is developed for both regular and singular kernels. Suitable spline-product
spaces are constructed locally on the support of every B-spline basis function
and in case of singular (or nearly singular) integrals, a singularity extraction
technique is combined with a an elegant recursive formula, which is based on
the analytical evaluation of fundamental polynomial moments. Taking ad-
vantage of the local construction on each basis support, the matrix assembly
phase can be efficiently carried out by using a function-by-function approach.
Relevant benchmarks show that the expected convergence orders are achieved
and good accuracy is reached by using a small number of quadrature nodes.
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We consider the tensor-product B-spline isogeometric analysis discretiza-
tion of a variable- coefficient symmetric elliptic problem. The isogeometric dis-
cretization is coupled with an immersed boundary (embedded domain) method
that preserves the symmetry of the prob- lem [1, 5].

We present a spectral analysis of the matrices resulting from this discretiza-
tion [3]. In particular, our interest is focused on the asymptotic distribution of
the eigenvalues as the mesh-fineness parameter n tends to∞, i.e., as the mesh
is progressively refined to get increasingly accurate approximations. Such
analysis plays a role both in the design of efficient solvers for the resulting
linear systems and in the study of the accuracy with which of the proposed
discretization method approximates the spectrum of the differential operator
underlying the considered elliptic problem.

The spectral analysis tools we use are entirely based on the theory of (re-
duced) generalized locally Toeplitz (GLT) sequences [2, 4], which is introduced
in the talk along with the obtained spectral results.
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We present an adaptive isogeometric method for the numerical approxi-
mation of partial differential equations defined on certain planar multi-patch
geometries with C1 hierarchical splines. We first discuss key properties of the
considered hierarchical spline space and its associated basis, such as nested-
ness on refined meshes and, under a mild assumption on the mesh near the
vertices, linear independence of the basis. We then present a refinement al-
gorithm with linear complexity, which guarantees the construction of graded
hierarchical meshes that fulfill the condition for linear independence. A selec-
tion of numerical examples will confirm the potential of the adaptive scheme
on different multi-patch domains.
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Smooth isogeometric methods obtain an extremely good spectral approx-
imation of differential operators when compared to classical finite element
methods, however, they still present a few poorly approximated eigenvalues
and eigenfunctions which are referred to as outliers. This superior spectral
behavior translate into improved numerical simulations, especially for explicit
dynamics, but the presence of outliers dampens the possible gain. In this talk
we explain how isogeometric discretizations using the optimal spline spaces
identified in [1] lead to outlier free approximations of eigenvalue problems.
This talk is based on the results of [2, 3].
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Isogeometric Analysis [1] generalizes classical finite element analysis and,
at the same time, intends to seamlessly unify it with the field of Computer-
Aided Design. Achieving this latter objective would encapsulate the entire
engineering design-through-analysis workflow in a uniform framework, yield-
ing a significant boost to the efficiency of current engineering workflows. A
central problem in achieving this objective is design and analysis of complex
two and three dimensional geometries of arbitrary topologies. This requires
moving beyond splines on structured quadrilateral and hexahedral meshes –
globally structured meshes cannot be used to represent arbitrary geometries
and parameterization singularities (i.e., extraordinary points, polar points and
extraordinary edges) must be introduced. Thus, the design and analysis of
complex geometries requires that we construct and study spaces of smooth
splines on unstructured meshes. This talk will present an overview of recently
proposed analysis-suitable spline constructions (e.g., [2, 3]) as well as their
generalizations [4].

Figure: An unstructured spline representation of a car body (left) and its
free vibration analysis (right).
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In this presentation we consider the numerical approximation of acoustic
wave problems with absorbing boundary conditions by the Isogeometric dis-
cretization in space, and Newmark scheme in time, both explicit and implicit
[2, 5]. Isogeometric Analysis (IGA) allows not only the standard p- and hp-
refinement of hp- finite elements and spectral elements, where p is the polyno-
mial degree of the C0 piecewise polynomial basis functions, but also a novel k-
refinement where the global regularity k of the IGA basis functions is increased
proportionally to the degree p, up to the maximal IGA regularity k = p − 1
[2].
In the framework of NURBS-based IGA, first we have considered Galerkin
approaches [4] and then we have moved on to collocation methods, that in
general optimize the computational cost, still taking advantage of IGA geo-
metrical flexibility and accuracy [1, 3].
Proper boundary conditions are also considered. While homogeneous Neu-
mann conditions provide a good mathematical representation of a free surface,
absorbing boundary conditions are imposed in order to simulate wave propa-
gation in infinite domains, by truncating the original unbounded region into
a finite one.
Several numerical examples illustrate the stability and convergence properties
of the numerical collocation IGA methods with respect to all the IGA ap-
proximation parameters, namely the local polynomial degree p, regularity k,
mesh size h, and to the time step size ∆t of the Newmark schemes [5]. Some
numerical results on the spectral properties of the Collocation IGA mass and
stiffness matrices are also presented.
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Digital Elevation Models (DEMs for short) have a wide application in
Hydrology, Geology, Environment and Civil Engineering, among other disci-
plines. Sometimes there exists more than one DEM from the same area. The
difference among them may be due to the fact that they come from different
producers, different methodologies to capture them or different cell sizes used
in their production. Many applications require that all DEMs used have the
same cell size to be interoperable [1, 2, 3], which implies a resampling of the
original DEM. This resampling can influence the quality of the final product,
so the resampling method used very important aspect to take into account.

In this work we propose the construction of a triangular spline quasi-
interpolant over the type-1 triangulation of the partition into squares asso-
ciated with the dataset to be approximated. The triangulation is endowed
with a Powell-Sabin 6-split. Instead of expressing the quasi-interpolant in
terms of a basis of B-spline-like functions, it is constructed by directly setting
the coefficients of the Bernstein-Bézier representation of its restriction to each
of the micro-triangles into which each macro-triangle is decomposed. Each co-
efficient will be determined from the values to be approximated at the points
of a neighbourhood of the micro-triangle under consideration, making use of
rules that will guarantee the required regularity and order of approximation.

This quasi-interpolating spline will provide a new resampling method that
will allow to study its quality when going from a higher resolution to a lower
resolution.
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The purpose of this work is to obtain an approximation to the solution of
a delay differential equation by combining a one–step Picard-type scheme and
the use of Schauder bases in a suitable Banach space. The effectiveness of the
proposed method is showed with some examples.
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We describe a signal processing method for demodulation of digital signals
based on Hilbert transform (HT).
We review the signal processing theory and the method of Analytic Signal
transformation (AS) and their algorithms which are implemented by FFT,
then we propose a direct method for the numerical approximation of the
Hilbert transform that is a generalization of the algorithm presented in [1].
The proposed algorithm provides the estimate of instantaneous frequency and
phase of the received signals, and can be used for both binary communication
based on phased-shifting keying (PSK) and frequency-shifting keying (BFSK)
[2].
Typical applications include data analysis as a bank of matched filters [3], data
communication of electric and acoustic soil response and sea autonomous plat-
forms.
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We present a numerical method for approximating Hilbert transforms of
the type

Huf(t) =

∫ 1

−1

f(x)

x− t
u(x)dx = lim

ε→0

∫
|x−t|≥ε

f(x)

x− t
u(x)dx, −1 < t < 1,

where u(x) = vγ,δ(x) := (1− x)γ(1 + x)δ, γ, δ > −1 is a Jacobi weight.

Fixed another Jacobi weight w(x) = vα,β(x), and denoting by {pj(w)}j
the corresponding orthonormal polynomial sequence, fixed two integers n, m
with 0 < m < n, the n−th filtered de la Vallée Poussin (VP) polynomial of f
is defined as [1]:

V m
n (w, f, x) =

n∑
k=1

f(xk)Φ
m
n,k(x),

where {Φm
n,k}k=1:n are the fundamental VP polynomials

Φm
n,k(x) = λn,k(w)

n+m−1∑
j=0

µmn,jpj(w, x)pj(w, xk),

λn,k(w) and xk being the Cristhoffel numbers and the zeros of pn(w) respec-
tively and µmn,j are the following filters

µmn,j :=


1 if j = 0, . . . , n−m,
n+m− j

2m
if n−m < j < n+m.

.

The new product type quadrature rule has been obtained by approximating f
by V m

n (w, f) [2]. The convergence and stability are studied in suitable Besov
type spaces. A comparison with the product quadrature rule based on the
approximation of f by the Lagrange polynomial interpolating f at the same
zeros {xk}nk=1 of pn(w) is also proposed [3].
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Age of infection epidemic models [1, 3], based on non-linear integro-differential
equations, naturally describe the evolution of diseases whose infectivity de-
pends on the time since becoming infected. Here we consider a multi-group
age of infection model [2] and we extend the investigations in [4], [5] and [6]
to provide numerical solutions that retain the main properties of the contin-
uous system. In particular, we use Direct Quadrature methods and prove
that the numerical solution is positive and bounded. Furthermore, in order to
study the asymptotic behavior of the numerical solution, we formulate discrete
equivalents of the final size relation and of the basic reproduction number and
we prove that they converge to the continuous ones, as the step-size of the
discretization goes to zero.
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